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Depuis l'apparition du transistor en 1947, l’industrie microélectronique n’a eu de cesse de 

chercher à développer des méthodes d’innovations technologiques toujours plus efficaces. Cette 

hausse quasi-exponentielle de la demande d’appareils toujours plus puissants et plus 

miniaturisés a été accompagnée d'un besoin croissant de nouvelles techniques de caractérisation 

de surfaces. La démocratisation des dispositifs micro- et nano-métriques ont mis en évidence 

certaines limites des techniques de caractérisation classiques comme la Spectrométrie de masse à 

ionisation secondaire (SIMS) ou la spectroscopie de rétrodiffusion de Rutherford (RBS). La 

Fluorescence de rayons X en Incidence Rasante (GIXRF) est alors apparue comme une technique 

alternative prometteuse. 

 

La GIXRF est une variation de la Fluorescence de rayons X en Réflexion Totale (TXRF), 

une technique déjà bien connue et établie pour l'étude de la contamination de surface de couches 

minces. La GIXRF consiste à irradier un échantillon avec un faisceau primaire de rayons X à des 

faibles angles d'incidence (généralement entre 0 et 5°), afin de réduire la zone excitée à quelques 

nanomètres. Comme cette profondeur sondée varie avec l'angle d'incidence, la distribution en 

profondeur des atomes peut être obtenue. La GIXRF permet ainsi de réaliser des mesures de 

profil de composition et de densité de façon non-destructive avec une bonne résolution. 

Depuis une dizaine d’années, des expériences GIXRF ont été réalisées dans différents 

laboratoires ou installations de rayonnement synchrotron afin d’étudier des profils en 

profondeur de dopants ou pour caractériser des empilements multicouches. Le nombre croissant 

de montages expérimentaux disponibles ainsi que le récent développement de logiciels d'analyse 

indique un intérêt croissant de la communauté scientifique pour cette technique de 

caractérisation. De plus, avec la réduction des temps d’analyse, grâce à l'augmentation de la 

puissance de calcul, les possibilités pour la GIXRF de réaliser des profils de distribution en 

profondeur ont été améliorées. En effet, donner une meilleure interprétation des données 

mesurées ainsi qu’extraire des informations quantitatives sur la composition de l'échantillon est 

devenue récemment possible. 

 

Un des autres avantages de la GIXRF est la possibilité de la combiner avec d'autres 

techniques d’analyse comme la réflectométrie de rayons X (XRR), une méthode de caractérisation 

bien connue qui permet de déterminer le profil de densité électronique de divers échantillons. En 

combinant ces deux techniques, les informations complémentaires ainsi obtenues permettent de 

réduire les incertitudes que présentent chacune des méthodes individuellement. Une 

caractérisation en profondeur avec un niveau de confiance considérablement augmenté est donc 

possible. 



 

Dans ce cadre, un groupe international de collaboration a été mis en place récemment 

entre différents laboratoires: la Fondazione Bruno Kessler (FBK, Trento, Italie), l'Université de 

Technologie de Vienne (VUT, Vienne, Autriche), le CEA-Leti (Grenoble, France) ainsi que deux 

laboratoires de l’ENSICAEN, CRISMAT et CIMAP (Caen, France). La mise en place de cette 

collaboration internationale vise à partager à la fois l'expertise, les équipements et les logiciels 

d'analyse de ces groupes pour accélérer le développement de la technique d’analyse combinée 

XRR et GIXRF. C’est dans ce contexte général international que cette thèse a été écrite en langue 

anglaise, avec comme objectif principal l’établissement, pour la première fois, de méthodologies 

quantitatives et de protocoles pour l'acquisition et l'analyse des mesures combinées XRR et 

GIXRF. La compréhension des principes physique sous-jacents à la GIXRF, des capacités, des 

limitations de la technique combinée ou non, ainsi que des différentes approches pour la 

quantification a également été nécessaire.  

 

Le premier chapitre de ce travail de thèse a pour objectifs de présenter les généralités de 

la technique GIXRF. Un intérêt particulier a été apporté à la description des algorithmes 

nécessaires pour l'analyse quantitative ainsi que les principes physiques et mathématiques sous-

jacents. Une première introduction à la problématique de cette analyse quantitative sera 

présentée. Le deuxième chapitre est quant à lui  consacré à la présentation du contexte 

scientifique sur lequel est basé ce travail. Une description approfondie de l’état de l’art de la 

TXRF sera faite. La description des dispositifs expérimentaux nécessaires, des applications 

connues et maîtrisées ainsi que des diverses méthodes de quantification sera réalisée. En se 

fondant sur ces observations, un rapport préliminaire sur les récents développements de la 

GIXRF sera fait. La troisième partie de ce manuscrit concerne l’étude des logiciels d'analyse 

combinée XRR et GIXRF. La description, la comparaison et le test de quatre logiciels d’analyse 

combinée sera réalisée. Un intérêt tout particulier sera apporté à l’étude de la fonction 

instrumentale. L'influence de certains effets instrumentaux sur les mesures ainsi que différentes 

solutions pour corriger avec précision ces effets parasites sera présentée. Ce chapitre se terminera 

par une discussion sur les méthodes de quantification, leurs avantages et leurs limites. 

Ces trois premiers chapitres font office de guide pour le lecteur afin de réaliser avec 

précision des acquisitions et analyses combinées XRR et GIXRF avec peu ou pas de connaissance 

a priori sur la technique de caractérisation. C’est pourquoi, la dernière partie de ce manuscrit sera 

consacrée aux mesures expérimentales réalisées sur des échantillons ayant des potentialités 

d’applications dans le domaine de la micro-électronique ou du photovoltaïque. Tout d'abord, 

l'étude en profondeur d’un profil de dopants sera présentée. Les problématiques liées au 

processus d'implantation que rencontrent les méthodes de caractérisation standard (SIMS) et les 

solutions que la GIXRF peut apporter seront évoquées. De plus, le profil d'implantation ainsi que 



 

la dose totale de dopants implantés ont été déterminées avec une bonne résolution. Ensuite, les 

potentialités de la technique d’analyse combinée XRR et GIXRF pour la caractérisation qualitative 

et quantitative en profondeur seront testées avec des empilements de couches fines 

In2O3/Ag/In2O3. Enfin, des mesures quantitatives seront effectuées sur des échantillons Ta2O5/ 

NiCo. Les effets du processus de dépôt sur la structure de ces empilements seront démontrés. Les 

difficultés rencontrées et les perspectives possibles seront ensuite discutées.  

Ce travail de thèse a donc permis de montrer que la GIXRF, couplée ou non à la XRR, est 

une technique quantitative de caractérisation en profondeur non destructive avec une bonne 

résolution. En effet, par des mesures sur des équipements commerciaux, expérimentaux ou dans 

des installations synchrotron, les méthodologies, les possibilités et les limites de l’analyse 

combinée ont été présentées. Dans un premier temps, nous avons pu conclure que malgré 

certaines limitations quant à la caractérisation en profondeur complète des profils de 

concentration, la GIXRF permet d'observer des différences structurelles entre différents 

échantillons. De plus, dans un second temps, nous avons démontré que les méthodes de 

quantification standard n’étaient pas adaptées à la plupart des situations et que par conséquent, 

une méthode simple qui nécessite moins de connaissances sur le dispositif expérimental est 

nécessaire. Cette nouvelle méthode présente aussi ses propres limitations, ainsi de nouvelles 

solutions sont envisagées et développées aujourd'hui dans les différents laboratoires de notre 

groupe international de collaboration. Enfin, dans ce manuscrit, nous avons aussi montré que la 

combinaison de deux techniques de caractérisation réduisait fortement les incertitudes sur les 

méthodes individuelles. La combinaison de la XRR et la GIXRF avec d'autres techniques de 

caractérisation (comme par exemple la XRD) a également été réalisée. Toutefois, si ces premiers 

résultats sont encourageants, des travaux supplémentaires dans ce sens doivent être poursuivis 

dans le cadre de la collaboration internationale mise en place.  
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Introduction 

 Since the apparition of the transistor in 1947, microelectronics has steadily grown to 

provide the public with more efficient technological innovations. This rising and quasi-

exponential demand of the computer and electronic industries for devices always more powerful 

and more miniaturized has been accompanied with a rising need for surface or near-surface in-

depth characterization techniques. Recent developments and the democratization of nanometric 

devices have highlighted some of the limitations of classic techniques such as the Secondary Ion 

Mass Spectroscopy (SIMS) or the Rutherford Backscattering Spectroscopy (RBS) and the Grazing 

Incidence X-Ray Fluorescence (GIXRF) appeared as a promising alternative. 

GIXRF is an angle dependent variation of the Total Reflection X-ray Fluorescence (TXRF) 

analysis, a well-established technique for the study of surface contamination. It consists in 

irradiating a sample with a primary monochromatic X-ray beam at shallow incidence angles 

(generally from 0° to 5°) in order to confine the X–ray fluorescence production to a surface–near 

region (on a nanometer scale). As the probed depth region varies with the incidence angle, the in-

depth distribution of the atoms can be obtained and GIXRF thus allows non–destructive depth–

profiling experiments.  

 In the last decade, GIXRF experiments have been performed in various laboratories and 

synchrotron facilities for the study of in-depth doping profiles and for the characterization of 

multilayered structures. However, the increasing number of available and functioning GIXRF 

experimental setups as well as the recent development of analysis software indicates an 

increasing interest of the scientific community in the technique. As the time consumption of the 

analyses is reduced with the always increasing computational power, the depth-profiling 

potential of GIXRF has been pushed further. Indeed, the chance to give a better interpretation of 

measured data and extract quantitative information about the sample composition becomes 

possible. 

 One of the other strength of the GIXRF is the possibility to combine it with other glancing 

incidence analysis techniques such as X-ray Reflectivity (XRR), a well-known characterization 

method for the determination of the electronic density depth-profile of the material. By 

combining these two techniques, the additional information can be used to reduce the 

uncertainties of the individual methods and allows an in-depth characterization with drastically 

increased confidence level.  

 



 

 A collaborative international group has been set up between different laboratories: 

Fondazione Bruno Kessler (FBK, Trento, Italy), Vienna University of Technology (VUT, Vienna, 

Austria), CEA-Leti (Grenoble, France) and Ensicaen (Caen, France). Its goal was to share 

expertise, equipments and analysis software on combined XRR and GIXRF to accelerate the 

development of the technique. It is in this general context that this thesis has been written. The 

main objective consists in establishing methodologies and protocols for the acquisition and the 

analysis of combined XRR and GIXRF measurements. Assessing the physical principle behind 

GIXRF, the capabilities, the limitations of the technique, as well as the different approaches for 

the elemental quantification was also necessary. Thus, this manuscript is divided in four 

chapters. 

 

 The first chapter has for objectives to present the generalities of grazing incidence X-ray 

fluorescence. A particular interest was made on the description of the algorithms necessary for 

GIXRF analysis as well as the underlying physical and mathematical principles. A first 

introduction to the quantitative analysis problematics will be presented. 

The second chapter is dedicated to the presentation of the scientific context on which is based 

this work. A deep description of the Total Reflection X-ray Fluorescence (TXRF) work of art will 

be made especially on the required experimental setup, the known and mastered applications of 

TXRF and the various quantification methods. Based on these observations, a preliminary report 

on recent GIXRF developments will be shown. 

 The third part of this manuscript concerns the GIXRF analysis software. In this chapter, I 

will describe, compare and test the validity of four different combined XRR and GIXRF analysis 

software. After a comparison of the implementation differences, a large description of the 

instrumental function correction will be made. The influence of some instrumental effects on the 

fluorescence intensities as well as various solutions to accurately correct these parasite effects will 

be presented. I will conclude this chapter by a discussion on the quantification methods, their 

advantages and their limits.  

 These first three chapters act as a guide to perform accurately combined XRR and GIXRF 

acquisitions and analysis with no or little a priori knowledge on the characterization technique. 

Therefore, the last part of this manuscript will be dedicated to experimental combined XRR and 

GIXRF measurements performed on samples for micro-electronic or photovoltaic applications. 

Firstly, the study of arsenic dopants implemented via Plasma Ion Immersion Implantation (PIII) 

will be presented. I will talk about the problematics linked to the implantation process for 

standard characterization method such as SIMS and about the solutions that GIXRF can bring to 

overcome the difficulties. The profile of implantation and the total dose of dopants implanted 

have been determined. Then, the qualitative in-depth characterization capabilities of GIXRF will 



 

be tested with In2O3/Ag/In2O3 thin layered samples as I highlighted the effects of an annealing on 

the stack structure. Finally, quantitative GIXRF measurements have been performed on 

Ta2O5/NiCo samples. The effects of the Atomic Layer Deposition (ALD) process on the structure 

of the multilayer will be demonstrated. The difficulties we are currently facing and the possible 

outlooks will be discussed. 
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1. Theoretical background 

1.1. Basics of X-ray fluorescence 

1.1.1. X-ray emission 

X-rays were discovered by W.C Röntgen in 1985 and correspond to a radiation of energy 

in the kilo electron-Volt (keV) range (generally from 0.1 to 100 keV) and wavelength between the 

wavelengths of UV radiation and gamma rays. The energy (E) and the wavelength (λ) of the 

radiation of frequency (ν) can directly be linked by a linear law 

 � = ℎ� = 	ℎ��  (1.1) 

with h the Planck constant and c the velocity of light in vacuum. 

 

X-ray  emission is generated by two mechanisms. On the one hand, X-rays are produced 

when high-energy charged particles (e.g. electrons) are decelerated in the field of a target atom’s 

electron or nucleus (in standard X-ray tubes) or accelerated using bending magnets, undulators 

or wigglers (in  synchrotrons). The deceleration or acceleration of the initial particle produces a 

continuous spectrum (also called “Bremsstrahlung”), ranging from zero up to the particles 

incident energies. On the other hand, X-rays are produced via the de-excitation of ionized atoms 

(Section 1.1.3). The energy of the emitted X-ray radiation is characteristic of the energy levels of 

core electrons of the target elements. 

In standard X-ray tubes, both X-ray emission phenomena occur as the electrons will 

firstly be decelerated at the impact with the anode material and secondly the atoms of the anode 

material will de-excite. The produced X-ray spectrum is therefore composed of two distinct 

components: the continuous Bremsstrahlung and the characteristic X-ray lines which are 

superimposed (Figure 1).  

However, only the first X-ray emission mechanism (i.e. the deceleration of the electrons) 

takes place for synchrotron radiation. Indeed, synchrotron radiation occurs when electrons in the 

storage ring are constrained into a circular trajectory. The radiation produced possesses a 

characteristic polarization and the energies generated can range over the entire electromagnetic 

spectrum.  
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Figure 1 : Spectrum of a tungsten (W) tube. 
 

1.1.2. Interaction of radiation with matter 

When a parallel beam of X-ray photons of energy E0 and intensity I0 penetrates with 

normal incident angle a homogeneous material, some photons interact with the medium through 

absorption and/or scattering processes. The intensity I(x) of the emerging beam after a distance x 

in the medium is given by the Beer-Lambert law: 

 �	
� = ������ (1.2) 

where μl is the linear attenuation coefficient characteristic of the material irradiated by the 

incident beam.  

The linear absorption coefficient expresses the photon interaction probability per unit 

path length. The total linear absorption coefficient is the sum of the linear absorption coefficients 

for individual interaction mechanisms as 

 ���� 							= 							 ��� 							� 								��� 							� 								��� 							� 								��� (1.3) 

 
Total Pair 

production 

Compton 

scattering 

Rayleigh 

scattering 

Photoelectric 

effect  

1.1.2.1.  Pair production 

Pair production can only occur for incident photons with an energy larger than 

1.022 MeV, which represents the rest-mass energy equivalent of 2 electrons (as E = 2mec² where me 

is the rest-mass of the electron = 9.11× 10-31 kg). The interaction of the incident photon with the 

electric field of the nucleus might result in the production of an electron (e-) and a positron (e+) 

pair, with any photon energy in excess of 1.022 MeV being transferred to the kinetic energy of the 

e-/e+ pair equally. Eventually, the positron will combine with any available electron and produce 

two annihilation radiations of 511 keV travelling with opposite directions (Figure 2). 
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Figure 2 : Mechanism of pair production. 
 

1.1.2.2. Rayleigh scattering 

An incident X-ray photon can interact with an electron and be deflected or scattered with 

no loss of energy (elastic scattering). The Rayleigh scattering occurs by temporarily raising the 

energy of the electron although the electron will not leave its shell. The electron returns to its 

initial energy level by re-emitting an X-ray photon after absorption with a negligible change in 

energy and a slightly different direction. Therefore the atom is neither excited nor ionized and no 

energy is lost. This type of scattering is dependent approximately on Z².  

 

Figure 3 : Coherent scattering of an X-ray photon by an atom. 
 

1.1.2.3. Compton scattering 

Compton scattering is an inelastic interaction between an X-ray photon of energy E0 that 

is much larger than the binding energy of an atomic electron. Partial energy transfer to the 

electron causes a recoil and removal from the atom at an angle φ. The rest of the energy is 

transferred to a scattered X-ray photon with a trajectory of angle θ relative to the trajectory of the 

incident photon (Figure 4). The scattered photon may travel in any direction with any angle θ 

from 0° to 180°. The recoil electron may only be directed forward relative to the incident X-ray 

photon (i.e. with φ from 0° to 90°). 
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Figure 4 : The Compton scattering process. 
 

Compton scattering is independent of the atomic number and decreases with an increase 

of the incident energy. The most important consequence of Compton scattering is the appearance 

of scattered photons of lower energy than the incident photon beam which may cause overlap 

and high background effects in the XRF spectra. 

1.1.2.4.  Photoelectric absorption 

In this absorption process, an incident photon undergoes an interaction with an inner 

electron shell in the absorbing atom that has a binding energy similar to but smaller than the 

energy of the incident photon. If the binding energy is larger than the energy of the incident 

X-ray photon, the photoelectric process cannot occur. This interaction is possible only when the 

photon has sufficient energy to overcome the binding energy and extract the electron from the 

atom. Nevertheless, if the incident X-ray energy (E0) is equal to the electronic binding energy 

(EBE), the photoelectric effect becomes energetically feasible and a large increase in attenuation 

occurs. Energies at which these discontinuities occur are called absorption edges (Figure 5). The 

probability of photoelectric interactions also depends on the atomic number of the irradiated 

material as the probability of photoelectric interactions is proportional to Z4.5/E3.  

 

Figure 5 : Plot of the mass attenuation coefficients versus the 
primary energy. It highlights the absorption edges of the 
different shells of a high Z element [3]. 
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The incident X-ray photon transfers its energy to the electron. It results in the ejection of 

the electron from its initial shell with a kinetic energy equal to (E0 - EBE). The atom, which is left in 

an excited state, will shortly after return to a stable state through one of two possible 

mechanisms: X-ray fluorescence or Auger effect. 

For fluorescence emission, the vacated electron shell is subsequently filled by an electron 

from an outer shell with less binding energy (e.g. in the case of a vacancy on a K shell, with an 

electron coming from the L or the M shell) producing a characteristic X-ray. Its energy will be 

equal to the difference in electron binding energies of the source electron shell and the final 

electron shell. 

 ������� =	����� 	!��"" #	�$��� 	!��"" (1.4) 

Alternatively, the energy released by an electron hopping from the L shell to the hole in 

the K shell can be used to expel another electron from one of the outer shells. This secondary 

emitted electron is called an Auger electron. 

In the following work, as we will only consider primary X-ray radiation in the kilo 

electron-Volt range, the dominant effect will be the photoelectric absorption as shown in the 

Figure 6. 

 

 Figure 6 : Relative importance of the three major interactions. Solid lines 
show the boundary where the two neighboring effects are equal [1]. 

 

 

1.1.3. Emission of characteristic X-rays 

1.1.3.1.  Characteristic lines and selection rules 

As we have seen in Section 1.1.2, fluorescence can occur when a target is irradiated by a 

radiation of electrons, ions or in our case X-ray photons of a sufficient energy. The atoms 

constituting the material may undergo ionization meaning that according to Niels Bohr’s atomic 

model [2], one or more electrons can be ejected from the atomic orbitals of each of these atoms. 

The atom is then in an excited and unstable state as a vacancy is created within the inner electron 
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shell. For the atom to regain its stable ground state, an electron from a higher level fills the 

vacancy (Figure 8). In such electronic transitions, the loss of potential energy is transferred to an 

emitted photon.  

 

 
 

Figure 7 : Schematic principle of X-ray 
fluorescence. 

Figure 8 : Atomic allowed electronic transitions. 

  

The production of X-rays involves transitions of the orbital electrons between allowed 

energy states, associated with ionization of the inner atomic shell. The possible transitions that 

electrons can undergo from initial to final state are specified by three quantum selection rules.  

 - Δn ≥ 1 

 - ∆l	 = 	'1 

 - ∆j	 = 	'1	or	0							with	j	 = 	0	 → 	0	forbidden�    
where n is the principal quantum number (associated to the electron shells K, L, M, etc), l the 

azimuthal (or angular, orbital) quantum number (associated to s, p, d, f, … orbitals) and j the total 

angular moment (angular plus spin). 

 

When an electron is ejected from the K-shell by photoabsorption, the atom becomes 

ionized. If the corresponding electron vacancy is filled by an electron coming from an L-shell, the 

transition is accompanied by the emission of an X-ray line known as K-line. A new vacancy is 

created in the L-shell, which can be filled by an electron from the M-shell. It is accompanied by 

the emission of a L-line. Therefore, the characteristic X-ray lines are labelled K, L or M to denote 

the shells they originate from.  The designations α, β, γ, etc added to the line name identify the 

corresponding emitted X-rays: Kα X-rays are produced from a L->K electron transition whereas 

Kβ for M-> transition, Lα for M->L transition, etc. 
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Furthermore, due to shells degeneracy, several electron transitions can occur between two 

given shells, with equal or closeby emitted photon energies. An additional designation is made as 

α1, α2 or β1, β2 to assign them. 

 

 Another nomenclature has been created by the IUPAC (International Union of Pure and 

Applied Chemistry) and is based solely on the shell designation.  Table 1 compares Sieghban and 

IUPAC notations. 

Siegbahn IUPAC Siegbahn IUPAC 

Kα1 K-L3 Lα1 L3-M5 
Kα2 K-L2 Lα2 L3-M4 
Kβ1 K-M3 Lβ1 L2-M4 
  Lβ2 L3-N5 

Table 1 : K and L X-ray lines in Siegbahn and IUPAC notations. 
  

 The electron cascade phenomenon can continue toward the outermost shells, by emission 

of X-ray photons (or not) with progressively smaller energies. The process stops when the atom 

reaches its original state. 

1.1.3.2.  Fluorescence yield 

 When an electron is ejected from an atomic orbital by a photoelectric process, two 

mechanisms can occur: X-ray emission or Auger electron ejection (see Subsection 1.1.2.4). One of 

these two events occurs for each excited atom but not both. Therefore, Auger electron production 

is a process which is competitive with X-ray photon emission. The probability that the filling of a 

hole in a K, L, etc shell results in the emission of an X-ray is called fluorescence yield and can be 

defined as  

  78 =	9:�89�  
(1.5) 

where NX-K is the number of X-ray photons filling a K shell and N0 is the number of K-shell 

vacancies.   

Figure 9 shows a plot of the X-ray fluorescence yield versus the atomic number of 

elements for the K and the L shells. In the following work, we will have to take into account that 

low atomic number elements (generally Z < 10) have a low fluorescence yield. Moreover, the 

L-fluorescence yield is always inferior compared to the K-fluorescence yield for the same 

element. 
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1.2. Refraction of X-rays 
 

Usually, the efficiency of surface or interfaces analysis using X-ray analysis methods is 

limited due to the large penetration of the incident primary beam into the sample. Therefore, in 

order to enhance near-surface probing using X-ray scattering, we will use in this work very low 

incidence angles between the surface of the probed material and the primary incoming X-rays, 

for which total reflection of X-rays occurs. Since our interest will concentrate on the fluorescence 

signal, such a technique is called the Total Reflection X-ray Fluorescence (TXRF). In TXRF, the 

reflected beam superpose coherently with the incident beam above the surface of the sample 

resulting in an X-ray Standing Wave (XSW) field which does not penetrate significantly into the 

material bulk and allows to probe near-surface atoms only.  

1.2.1. Total external reflection of X-rays 

As X-rays are electromagnetic propagating waves, reflection and transmission laws at the 

interface between different media apply. The TXRF characterization method is based on the total 

external reflection of the incident X-ray beam. Total reflection occurs at very low incidence angle 

when the incident beam is completely reflected at the surface of the irradiated material and no 

refracted beam penetrates deep into the sample. 

In order to observe total external reflection of X-rays, different conditions must be 

satisfied. First, the refractive index n1 of the medium in which the primary beam is initially 

propagating must be larger than the refractive index n2 of the reflecting medium. Moreover, the 

primary X-ray beam should be propagating towards the interface with an incidence angle smaller 

than the critical angle for total reflection θc. These two conditions can be derived from the Snell-

Descartes law (1.6) which can be obtained from the continuity condition for the incident, reflected 

and refracted waves at the interface. 

 ;< sin >$ =	;? sin >� (1.6) 

 

Figure 9 : Fluorescence yield versus atomic number for K and L. 
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This law shows that if n1 > n2 (i.e. if the first condition for total external reflection is 

verified), the refraction angle θt must be smaller than the incident angle θi. It means that when 

the incidence angle is getting smaller, the refracted wave inside the material becomes more 

parallel to the interface (Figure 10). Therefore, it exists a minimum incidence angle for which 

θt = 0° meaning that the refracted wave propagates along the interface between the media. This 

angle is called the critical angle for total reflection and can expressed θc = arcsin(n1/n2). The 

incident beam cannot be further refracted towards the interface for angles of incidence smaller 

than θc because below this value sin(θt) has no real solution for θt. The incident beam is then 

reflected with a reflection angle θr equal to θi. The incident and reflected beams will then 

superpose and interfere above the region where the incident beam hits the sample surface 

creating an X-ray standing wave (XSW) pattern. 

 

 

 

Figure 10 : Incident, reflected and refracted beam 
at an interface between two media with different 
refractive index. 

Figure 11 : Penetration depth of Mo-Kα X-ray 
radiation for silicon, nickel and platinum versus 
the incidence angle. It depends strongly on the 
incidence angle. Penetration depth is defined as 
the depth at which the intensity of the radiation 
inside the material falls to about 37%. Below the 
critical angle θc only a shallow surface is 
penetrated [3]. 

 

The total external X-ray reflection improves the quality of fluorescence analysis from the 

near-surface region thanks to two factors. First, the excitation efficiency for fluorescence radiation 

will be improved by the XSW field. In addition, it will prevent any fluorescence excitation from 

the bulk as incidence angles θi will be smaller than the critical angle θc. Due to the small angles of 

incidence, the evanescent wave is in practice not probing the bulk of the material and the entire 

TXRF signal comes from the near-surface (Figure 11).  
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1.2.2. Critical angle for total external reflection 

Let’s take a wave of incident X-rays with an electric field form: E(r) = E0 exp(ik•r). This 

wave penetrates the medium of refractive index n(r) and propagates according to the Helmholtz 

equation. 

 ∆ @	A� +	B?;	A�?@	A� = 0 (1.7) 

where k = 2π/λ is the modulus of the wave vector ki and λ denotes the X-ray wavelength. 

Conventionally, the refractive index of solid samples in the X-ray domain is a complex 

quantity [3]. 

 ;	A� = 1 − C	A� + DE	A� (1.8) 

where δ is the refractive index and β the absorption index being positive quantities related to 

scattering and absorption properties [4]. 

 C	A� = 	9F2H I�J	A� 1K [M� + M	��]�? (1.9) 

 E	A� = 	 �4H �	A� (1.10) 

where NA is the Avogadro’s number = 6.022 × 1023 atoms/mol; re the classical electron 

radius = 2.818 × 10-13 cm; ρ the density (in g/cm3) of the respective element of the medium; A the 

atomic mass (in g/mol); f0 is a quantity that for X-rays is equal to the atomic number Z; and f(λ) is 

a correction term that is only decisive at and below the absorption edges and is generally 

negative and μ(r) is the linear absorption coefficient. 

 For compounds, solutions or mixtures δ and β have to be calculated using an additive 

law. 

C���P" =	Q�$ C$ 
E���P" =	Q�$ E$ 

where the ci terms are the different mass fractions of the individual elements i with respective 

values δi and βi.  

 

The dispersion δ is a positive number of the order 10-6 for hard X-rays. The absorption β is 

typically one or two order of magnitude smaller (10-7 – 10-8). In the hard X-ray domain, as the 

refractive index of all materials is slightly inferior to 1, the first condition for total external 

reflection will always be validated at the interface between air and the sample interface. 
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 The condition for total external reflection of an X-ray beam targeting a sample with 

refractive index n2 can be rewritten 

 cos>S =	;? = 1 − C (1.11) 

 Representing the cosine function by its first terms of a Taylor series, we can obtain: 

 >S	~√2C	~	 �$√HV9FI� JWK  (1.12) 

 The latter approximation is for X-ray wavelengths shorter than wavelengths 

corresponding to the absorption edges of the sample’s element. The critical angle for total 

reflection θc is usually inferior to 1° and decreases for larger incident X-ray energies and for 

heavier elements. 

 

1.2.3. Characterization of X-ray standing wave (XSW) pattern 

 Whenever an electromagnetic wave travels towards a boundary separating two materials 

with different refractive index, a part of the energy is reflected and another part is transmitted 

through the medium. The incident and reflected wave planes (with respective wave vectors k0 

and kr) will interfere and generate an  XSW pattern with planes of maximum intensity parallel to 

the surface and with a period D = λ/(2 sinθ) [5]. 

 

 Interferences result from the superposition of two beams. In the region of superposition, 

the total displacement is equal to the sum of the individual displacement of each wave. The 

fluctuation of the displacement will be distinct if the two waves are monochromatic and coherent 

(i.e. the waves have the same wavelengths and a fixed phase difference). If the phase difference 

between the two superposing waves is an even multiple of π, then the crest of the first wave is 

superimposed with the crest of the other wave. Therefore, the magnitude of the total 

displacement is the sum of the individual magnitudes and sums up to a maximum. The 

interference is defined as constructive. On the contrary, if the phase difference between the two 

superposing waves is an odd multiple of π, the maxima of one wave will correspond to the 

minima of the other. The amplitudes are then subtracted to a minimum and this kind of 

interference is called destructive. 
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 For a flat substrate, in the case of hard X-rays, the value of the electric field intensity 

above its surface is [6]: 

 �$��	>, Y� = �� Z1 � [	>� � 2\[	>�	cos		2HY] # ^	>��_ (1.13) 

where I0 =|E0|² is a measure of the intensity of the incident beam which is supposed to be 

constant and R(θ) the reflectivity = |�� /��|² where ��  is the amplitude of the reflected beam and �� the amplitude of the incident beam. Φ(θ) is the relative phase between the reflected and 

incident electric field amplitudes. This phase shift only occurs in the region of total reflection. 

 ^	>� = arccosL2	> >S $�⁄ �? # 1N (1.14) 

 The value of Φ(θ) varies from π to 0 if the angle of incidence is smaller than θc. Above the 

critical angle, it is constant and equal to 0.  

 Within the substrate, it is worth mentioning that the intensity is exponentially decreasing 

with the depth and is be expressed [3]: 

 �$��	>, Y� = �� b1 � [	>� � 2\[	>� cosc^	>�de exp		#Y Y�⁄ � (1.15) 

where zn is the penetration depth of the incident X-ray wave inside the sample. 

 

 The dependence of the intensity above and below the surface of a Silicon substrate 

irradiated by a Mo-Kα radiation is shown on Figure 13. It is noticeable that for θi = 0.1° = θc, the 

maximum is located exactly on the surface and due to the surface reflectance value, the intensity 

of the antinode is 3.6 time larger than that of the primary beam. At angles smaller than the critical 

angle, the position of the first antinode moves away from the surface of the sample and the 

 

Figure 12 : Illustration of the X-ray standing wave field (XSW) created by 
the interference between the incident and the reflected wave. The planes in 
which constructive interference takes place are parallel to the sample 
surface. The periodicity varies with the incidence angle. 
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intensity inside the sample falls to 0 in a few nanometers. At incidence angles larger than the 

critical angle, the oscillations intensity diminish and the intensity value goes towards 1. Inside the 

sample, the intensity value is almost constant within a distance of several microns [7]. 

 

 

Figure 13 : Intensity above and below the interface between the air and a 
thick Si substrate considering a Mo-Kα striking the sample with different 
glancing angles [3].  

 

1.2.4. X-ray Standing Wave (XSW) field within a thin layer 

 Both the intensities of XSW field above the sample surface and penetration depth into the 

sample strongly depend on the incidence angle. Consequently, depth dependent elemental 

concentration distributions close to the sample surface can be probed. For the lowest angles 

(lower than the critical angle of reflection), the beam is totally reflected, and only the first few 

nanometers below the surface are excited, this excitation being dependent on the XSW field 

strength. Only the evanescent field penetrates the sample. For incidence angles larger than the 

critical angle, the incident beam starts to penetrate strongly the material and the XSW field 

vanishes. Near the critical angle the XSW field is maximal at the sample surface and the 

penetration depth varies strongly. Thanks to such variations, Grazing Incidence X-ray 

Fluorescence (GIXRF) is a well suited technique for elemental depth profiling. Around the critical 

angle, the GIXRF signal allows near surface investigations. Figure 14 illustrates GIXRF angular 

profiles for two model samples, i.e. a bulk with infinite thickness, and a thin layer of the same 

composition. For both samples, below θc, only weak fluorescence intensity is observed coming 

from the evanescent field excitation (fluorescence signal in this range is magnified for the layer 

case in Figure 14). Above θc, the beam penetrates the sample and fluorescence excitation 

progressively rises. For the bulk sample the fluorescence intensity consequently increases, 

reaching an asymptotic behavior due to full incident field absorption in the infinite medium. For 

the thin layer, an increasing part of the incident wave exits the sample by its back surface, and the 

fluorescence intensity simultaneously decreases, reaching another asymptotic behavior. For a 
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layer supported by a substrate, part of this latter wave is back reflected at the substrate interface 

and the two reflected beams interfere, giving rise to oscillations in the GIXRF spectrum, similarly 

as in specular reflectivity and as described by De Boer.  

 

 

Figure 14 : Angular dependence of X-ray fluorescence intensity for different 
types of samples [8].  

 

As the modulations of the electric field intensity are in general difficult to predict [8], 

simulations of these latter by using proper data analysis software appear then necessary. 

 

1.3. X-ray fluorescence signals 

1.3.1. Reflection at the surface of a flat surface 

 When an electromagnetic plane wave Ψ(z) = exp(ikz) with unit amplitude and wave 

vector of the radiation normal to the interface k = 2π sinθ/λ hits the sharp surface of a medium 

with an index of refraction ns at the angle θ, it splits into a reflected and a refracted wave [9]–[11]. 

The reflected and refracted waves with respective amplitudes R (the reflection coefficient or 

reflectivity) and T (the transmission coefficient or transmissivity) are characterized by wave 

functions. 

 h	Y� = [	
i	#DB	Y� (1.16) 

 h	Y� = j	
i	D;!B	Y� = j	
i	DB!	Y� (1.17) 

 

     θc 
Angle of  incidence θ(°) 

2θc 
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Figure 15 : Reflectance and transmittance of the 
electromagnetic radiation on a substrate. 

  

 According to Figure 15, the wave equations to be solved are: 

 h"	Y� 	� 	B²h	Y� 	= 	0, z n 0	in	air (1.18) 

 h"	Y� 	�	B!?h	Y� 	= 	0, z o 0	in	the	medium (1.19) 

 At the interface between the vacuum and the considered medium, the boundary 

conditions must express the continuity of the parallel components of the magnetic and electric 

field. These boundary conditions can be expressed at the interface z=0, Ψ(0+) = Ψ(0-) and 

Ψ’(0+) = Ψ’(0-). The general solutions of the wave equations are: 

 h	Y� = exp	DBY� � [ exp	#DBY� , z n 0	in	air, (1.20) 

 h	Y� = j exp	#B!Y� , z o 0	in	the	medium, (1.21) 

 Using these solutions and the boundary equations described above, we can find that  

 [ =	B # B!B � B! j =	 2BB � B! (1.22) 

 The squared modulus of the reflectance | R |² gives us the intensity of the reflected 

radiation (the Fresnel reflectivity) and can be measured in a specular reflectivity experiment. This 

formalism has been extended to systems consisting of a higher number of layers with sharp 

interfaces. Abelès [12] connected the transmission and reflection coefficients of consecutive layers 

via matrices. Parrat [13] developed a recursive formalism that provides equivalent results. 

1.3.2. Reflection within a multilayer with sharp interfaces 

1.3.2.1. Abelès matrix method 

 The basis of the calculation of the reflectivity using the optical matrix method is that the 

system is divided into as many uniform layers as necessary to describe accurately the refractive-
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index profile normal to the surface. By applying Maxwell’s equations at each interface, it is 

possible to describe each layer by a 2×2 matrix [14, 15]. The characteristic matrix for each layer is 

called the transfer matrix. 

 rs = t cosEs #cD/Bsd sinEsDBs sinEs cosEs v (1.23) 

with kj the wave vector normal to the interface in the layer j and βj is the phase shift on traversing 

the layer j once.  

 For a system with N different layers, each layer j has a transfer matrix Mj. The complete 

system transfer matrix is then 

 r! = rw ∙ … ∙ r? ∙ r< (1.24) 

 By respecting the boundary conditions at the interfaces, the expression of the reflected 

amplitude can be obtained 

 [ = 	 	r<< �r<?Bw�B� # 	r?< �r??�Bw	r<< �r<?Bw�B� � 	r?< �r??�Bw (1.25) 

where Mij are the elements of the 2 × 2 complete system matrix Ms. The two equations above are 

not the most convenient way of computing the reflectivity. The recurrence relations between 

Fresnel coefficients are usually used for the calculation. 

1.3.2.2. Parrat’s recursive method 

 Parrat’s recursive method is the most widely used method for calculating the reflectivity. 

Similarly as what has been done with the Abelès method, the sample has to be divided into 

uniform (i.e. with constant refractive index) sub-layers of various thicknesses (Figure 16).  

 
Figure 16 : Reflectance and transmittance of electromagnetic radiation through a 
layer within a stack of N layers. 
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 The calculation method for a substrate has been presented in the Section 1.3.1. Therefore, 

by deriving the equation for a general multilayer of N uniform layers stacked along the z-axis 

with thickness Δzj and wave numbers kj, we have: 

 h"	Y� 	+ 	B²h	Y� 	= 	0, z ≤ 0 (1.26) 

 h"	Y� 	+	Bsz<? h	Y� 	= 	0, Ys ≥ Y ≥ Ysz<, (1.27) 

 h"	Y� 	+	Bw?h	Y� 	= 	0, Y ≥ Yw, (1.28) 

 By respecting the boundary conditions at each interface (i.e. Ψ(zj+) = Ψ(zj-) and 

Ψ’(zj+) = Ψ’(zj-)), Parrat obtained [9]: 

 [s =	 {sz< +	[sz<	exp		2DBsz<∆Ysz<�1 + {sz<[sz<	exp		2DBsz<∆Ysz<� (1.29) 

with Fj the Fresnel coefficients for each individual layer j defined by 

 {s =	Bs�< −	BsBs�< +	Bs (1.30) 

 If all the structural elements (kj and Δzj) are given for j = 1, 2, 3…, N, the value Rj can be 

calculated for all j starting with the layer at the interface with the substrate. Proceeding step by 

step, we can obtain the value of the reflectance of the complete system which is given by R0. The 

reflectivity measured during the experiment is then the squared modulus of the reflectance of the 

system | R0 |². 

1.3.3. GIXRF of a single layer with a flat surface 

 In order to calculate the X-ray fluorescence intensities emitted by a sample irradiated with 

a primary X-ray beam at glancing angles, the electromagnetic field inside the material has to be 

known for every incidence angle of the primary radiation. In order to do so, some new constants 

must be defined [16]: 

 | = 2C − C? + E² (1.31) 
 } = 2E	1 − C� (1.32) 
 ~� = ~�′ − D~�" (1.33) 
 �� = ��′ − D��" = 1 − | − D} (1.34) 
where Nj is the complex vector of refraction and εj the complex dielectric constant of the material 

j. δ and β are the respective dispersion and absorption coefficients defined before. The z-

component of Nj perpendicular to the interface considered can be written [17]: 

 9s� = 	�s − cos ²>�</? (1.35) 

where θ is the angle of incidence of the primary radiation. 
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 The following calculation of X-ray fluorescence intensities is only valid in the case of an 

s-polarized primary radiation (electric field parallel to the interface). The case of a p-polarization 

(magnetic field parallel to the interface) can be found in the literature [18]. The effect of the 

polarization of the primary X-ray beam will be discussed later. Then, for an s-polarization, the 

complex refraction and transmission coefficients can be defined by the Fresnel coefficients. 

 Is =	9s� #9sz<,�9s� +9sz<,� �s =	 29s�9s� +9sz<,� (1.36) 

  

 Let’s consider the case of a single layer with a flat surface deposited on a flat substrate. It 

is known [19] that the time-averaged flux (i.e. the energy flowing through a unit surface area per 

unit time) is given by the Poynting vector. Therefore, we have: 

 �s = 12[c@s ×�s∗d = 12[	@s∗ ×�s� (1.37) 

 �s = ��s�²2W� ~s� (1.38) 

where Z0 = (μ0/ε0)1/2 is the impedance of vacuum.  

  

 The position dependence of Pj is found by substituting the plane-wave expression in 

(1.38): 

 �s = ��s��²~s�2W� 	exp �	−4H9s�" Y� � (1.39) 

 where �s� is the electric field at the top of the layer j and z is the depth position inside the material 

(with z = 0 representing the surface of the sample). 

 

 The absorption of the radiation must be taken into account. According to Poynting 

theorem, the amount of electromagnetic energy absorbed per unit of time within a volume 

bounded by a surface S can be written 

 K = −� �s	.		�! 	�� (1.40) 

where ds is an area element of S.  

 From that, we can directly deduce that the amount of energy absorbed by a slice of 

material at depth z with infinitesimal thickness dz is 

 �K = −�< ��s��Y �Y (1.41) 

where S1 is both the bottom and the top surface area.  
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 We can conclude that the amount of absorbed radiation is proportional to ∂Pjz/∂z and 

from (1.35) and (1.39), we have directly 

 #��s��Y = ��s��²2W� 2H�s"� 	exp �	−4H9s�" Y� � (1.42) 

 From then, the X-ray fluorescence intensity (Iaj) (the number of photons emitted per unit 

of time by atoms of a particular element a in the layer j) of a multi-structure can be expressed by 

 �Ps = �ℎ� �Ps �P��s�/Js �P�7P�P exp�−Q��P��sin��
s�<
��< ��<� �Y �−��s��Y � exp	�− �sPYsin�� 

�¡
�  (1.43) 

with Caj the mass fraction of element a in layer j, ρj the density of material j, τaλ is the photoelectric 

part of the mass absorption coefficient for element a at wavelength λ, Jaλ is the absorption jump 

factor at wavelength λ for the creation of holes in the considered shell of element a, ωa is the 

fluorescence yield for the decay of holes in the considered shell of a, ga is the relative emission 

rate for the considered XRF line in preference to other lines originating from the same hole in a, 

and μna the linear absorption coefficient of the considered fluorescence radiation from element a 

in layer n, ψd is the detection angle and S1 is the irradiated detected sample area.  

 The sample area is generally equal to the detected area. However, depending on the size 

of the sample or the experimental setup we are using, the size of the detected area may not be the 

limiting factor. This particular point will be addressed in the following subsections. The equation 

for the calculation of the primary XRF (1.43) takes into account different factors as explained on 

Figure 17. The attenuation of the primary radiation is taken into account in the ∂Pjz/∂z factor. The 

fraction of absorbed radiation which is used for photoionization of the considered shell of atom a, 

the probability of emission of the considered radiation and the absorption factor for the outgoing 

radiation are also taken into account. These factors are multiplied by the absorption of the 

emitted X-ray fluorescence by the layer itself (via an integration on z the position of the atom) 

and the system above the considered layer (in the case of a multilayered structure). 
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Figure 17 : Calculation of the primary X-ray fluorescence intensity from an 
atom in a layer j. 

1.3.4. GIXRF within a multilayer with sharp interfaces 

 Considering the equation (1.43), we see that the only difference for the XRF intensity 

calculation between a single layer deposited on a substrate and a multilayered structure is the 

value of the absorption of the incident radiation ∂Pjz/∂z. Indeed, the probability of fluorescence of 

the considered atom and the absorption of the emitted X-ray fluorescence are already taken into 

account. Therefore, a formula for the derivative of the Poynting vector is necessary. 

 As before, the calculation has been operated considering a primary s-polarized radiation. 

The total electric field at a point in a layer j is the sum of two contributions: the transmitted 

contribution @s↓ and the reflected contribution @s↑ : 
 @s = @s↓ � @s↑ (1.44) 

Using Maxwell’s equation, 

 ¤ � @s = #����s/�� (1.45) 

and re-injecting it in (1.37), we obtain 

 �s� = 14W� c@s↓ � @s↑d∗c@s↓ # @s↑d9s� (1.46) 

 
																			�s� = ¥9s�� ��s��? exp�#4H9s�" Y� � # 9s�� ��s �? exp�4H9s�" Y� �																						

� 9s�" tD�s�∗�s exp�4HD9s�′ Y� �v¦ 

(1.47) 

with �s  the reflected field at the top of the surface j and �s� the transmitted field at the top of the 

layer j.  
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 As we have stated previously, the amount of absorbed radiation is proportional to ∂Pjz/∂z, 

and we have  

 
#��s��Y = 12W� 4H� 9s�� 9s�" ¥��s��? exp�−4H9s�" Y� �																																			

+ ��s �? exp�4H9s�" Y� � + �s�∗�s exp�4HD9s�� Y� �¦ 

(1.48) 

Defining 

 Ks< = 2H§s"��s� ��s
��²|��|² (1.49) 

   
 Ks? = 2H§s"��s� ��s

 �²|��|² (1.50) 

   
 K�3 = 2H§�"����

2��� ∗ ��I|�0|²  (1.51) 

   
 ªs< = 4H9s�" /� (1.52) 
 ªs? = −ªs< (1.53) 
 ªs« = −4H9s�� /� (1.54) 
 

Therefore, we have  

 −��s��Y = |��|²2W� �s�[¬Q Ks	exp		−ªsY�«
�< ® (1.55) 

 By injecting the new expression for the attenuation of the incident radiation and doing the 

integration, we finally obtain 

 
�Ps = ���PsJs��s�P�7P�P�<	
i�−Q��P��sin��

s�<
��< �																									

× [ ¬Q Ks 	1 − exp	̄−	ªs + �sP sin��⁄ ��s°ªs + �sP sin��⁄
«

�< ® 

(1.56) 

where I0 = │E0│λ/(2Z0hc) is the number of incident photons per unit surface area per unit time 

and the other constants are the same as defined on (1.43).  

1.3.4.1. Via recursive method 

 The expression of Ajn ((1.49) to (1.51)) contains the value of the transmitted and reflected 

electric fields throughout the material irradiated by a primary radiation with an incidence angle 

θ. These electric fields can be determined from a recursive relation similar to the Parrat’s method 

described earlier. Therefore, in the recursive method �s and �s� can be determined from [18] 
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 �s = ±s?²s�s� (1.57) 
   
 �sz<� = ±s�s��s1 + ±sz<? ²sz<Is (1.58) 

   
 ±s = exp	�−2HD�s9s�� � (1.59) 

   
 ²s = Is + ±sz<? ²sz<1 + ±sz<? ²sz<Is (1.60) 

with dj the thickness of the layer j, rj and tj are respectively the complex coefficients of reflection 

and transmission has defined in Section 1.3.2. 

1.3.4.2. Via transfer matrix 

 De Boer’s formalism is based on the Parrat’s relation in order to obtain the expression for 

the electromagnetic fields. Identically as the reflectivity, some other approaches are possible. One 

can use an approach closer to Abelès formalism and connect the different electric-field vectors by 

two transfer matrixes [3]. Therefore, the relation between the electric fields can be written 

 t�s��s v = rs,sz< t�sz<��sz< v (1.61) 

with  

 rs,sz< = b³<,sz< ³?,sz<³«,sz< ³´,sz<e (1.62) 

with j = 0 for the vacuum and j = N+1 for the substrate. 

 

 A unique solution for �s� and �s  can be found by connecting the two amplitudes ��  and �wz<�  by a matrix multiplication 

 Z 1�� _ = µrs,sz< Z�wz<�0 _w
s��  (1.63) 

 Supposing that the detection angle Ψd = 90°, Klockenkämper obtains a new expression for 

the X-ray fluorescence intensity which is equal to the formula obtain via the De Boer formalism 

(1.55) 
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												��,s	|�� = ����,s��,������jP$ 	 exp�Q	�/J�$,�J$�$s�<
$�< �

¶·
¸��s$�? 1 − exp	�− Z	�/J�s,��|s + 	�/J�s,�_ Js�s 	�/J�s,��|s + 	�/J�s,�

+ ��s �? 1 − exp	�− Z− 	�/J�s,��|s + 	�/J�s,�_ Js�s 
− 	�/J�s,��|s + 	�/J�s,�

+ 2[
¹º
º»�s$�s 1 − exp	�− Z−2DB�|sJs + 	�/J�s,�_ Js�s 

−2DB�|sJs + 	�/J�s,� ¼½
½¾
¿À
Á

 

 

 For both calculations, some approximations have been made. Only the primary intensity 

coming from the X-ray source has been taken into account. It is well known that the secondary 

fluorescence occurs due to the excitation by fluorescence radiation emitted by other atoms in the 

sample (with respect to the elements present in the samples and the values of the energy edges). 

Taking into account the secondary fluorescence complicates the calculation of the fluorescence 

intensity because in a multilayer we have to consider all the atoms present in the structure (above 

and under the probed layer). Moreover, no reflection and refraction of the fluorescence emitted 

by an element is taken into account. As the measurements are realized at grazing incidences, 

these effects can be neglected [18]. 

1.3.5. Reflection and fluorescence from rough surfaces 

 In most cases, sharp interfaces cannot be considered. Therefore, it is necessary to take into 

account the effect of the surface and interfacial roughness on the reflection of X-rays. Among all 

the possibilities to define a roughness, σ can be defined as the mean-square amplitude of 

fluctuations with respect to a reference level z0 

 Â =	Ã	Y − Y��² (1.64) 

 The introduction of the roughness is usually done via the introduction of a roughness 

factor Qj in the Fresnel reflection coefficients. Different models and expressions for this roughness 

factor can be used [23] 

 Äs = 1 (for ideally smooth surfaces) (1.65) 

 Äs = exp		−2Bs?Âs?� (Debye-Waller-like factor) (1.66) 

 Äs = exp		−2BsBsz<Âs?� (Nevot-Croce factor) (1.67) 

 

 It has been shown [25, 26] that for a small roughness correlation length (i.e. high spatial 

frequencies), the Nevot-Croce coefficients can be used. If in the considered system, the roughness 
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cannot be considered as small (<10 nm according to the relation that kjσj < 1), one can use the 

Debye-Waller factor.  

 Samples with interfaces with a composition profile are common. Indeed, in some cases 

often due to inter-diffusion, there is a grading of the electron density and the interface between 

two layers is not clearly defined. If we define the interface by a Gaussian profile with a width of 

σ, it can be shown that [28] 

 Ä = exp		#2B²Â²� (1.68) 

 This expression of the roughness factor Q is similar to the expressions described above 

(Equation 1.66). Therefore, it makes impossible for the techniques to distinguish between 

composition grading and interfacial roughness. 

1.4. Quantitative analysis 
 

 The observed X-ray photon beam intensity from an element a in a sample is in fact a 

function of many factors including the concentration (weight fraction) of the element, the matrix, 

the experimental set-up, the detection system, the spectral distribution of the exciting radiation, 

and the size of the sample. This is illustrated in Figure 18 where (computed) relative count rates 

for Fe-Kα photons, RFe, are drawn versus the iron (Fe) concentration in FeNiCr alloys with 

different concentrations of chromium (Cr) and nickel (Ni). One can note that the data points 

scatter randomly within non-linear enveloping curves representing the system FexNi1-x and the 

system FexCr1-x.  

 Theoretical as well as empirical approaches are thus necessary to determine 

concentrations from fluorescent intensities.  

 

Figure 18 : Counts versus concentration from various matrix 
compositions of a FeNiCr alloy [29]. 
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1.4.1. Matrix effects 

 In X-ray fluorescence analysis, the matrix effects result from the influence of the chemical 

composition environment of the considered atom on the fluorescence intensity. These effects can 

either be a difference in the absorption of both the primary and the emitted X-ray fluorescence in 

samples of different matrix composition (i.e. the absorption effect) or an increase of the 

fluorescence intensity (i.e. the enhancement effect).  

1.4.1.1.  Absorption effect 

 This effect occurs when the variations in the matrix chemical composition result in 

changes of the mean absorption coefficient of both the primary and the fluorescence radiations. 

Indeed, the primary X-ray beam penetrating in the sample undergoes attenuation due to various 

effects (Section 1.1.2) which may occur not only in the atoms of the studied element but also in 

the atoms of all the other matrix constituents. 

 Depending on the matrix composition, the absorption effect may either decrease or 

increase the intensity of the fluorescence radiation of interest. In GIXRF formalism (Equation 

1.43), absorption effects are already taken into account and corrected as the absorption of both the 

primary X-ray radiation and the fluorescence emitted are modelled. 

1.4.1.2.  Enhancement effect 

 This effect occurs when the variations in the matrix chemical composition result in 

additional excitation of the atoms [30]. Enhancement effects constitute a cascade of events, each 

one involving the excitation of lighter atoms by the fluorescence radiation emitted by heavier 

ones (Figure 19). Therefore, the intensity of the fluorescence line of interest will depend on the 

concentration of the matrix element as well as their atomic number. If the energy of the radiation 

emitted by the matrix elements is just slightly above the absorption edge of the element of 

interest, the enhancement effect is augmented. Indeed, the studied atom will be more efficiently 

excited by the fluorescence radiation emitted by the matrix element than by the primary beam 

whose energy is further from the absorption edge. 
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Figure 19 : Schematic illustration of secondary excitation in a 
sample containing Fe and Ni.  

 

 Contrary to the absorption effect, the contributions to the enhancement of a given X-ray 

line due to the individual matrix elements cannot be expressed quantitatively by some adapted 

additive coefficients. The total intensity of the fluorescence radiation of an element may be 

expressed in the most general manner by the formula  

   �Å = �Å�	1 � �� (1.69) 

where �Å� is the intensity of the fluorescence radiation of the atom excited by the primary 

radiation and S is the enhancement factor dependent on the atomic number and concentration of 

the matrix elements. 

1.4.2. Disturbing effects 

 Other effects can be taken into account in order to quantify precisely the composition of a 

sample. Particle size effects (i.e. influence of the grain size or granulation effects) on the 

fluorescence intensity of powders have been studied [30, 31]. On solid samples, such as alloys, 

the effects due to surface irregularities have also been observed. These effects are caused by the 

presence of micro irregularities (i.e. micro protuberances and micro cavities) at the sample surface 

and have been studied by Gunn (1961) and Michaelis and Kilday (1962). 

1.4.3. Mathematical models 

 Numerous methods, both empirical and theoretical, have been proposed for quantitative 

XRF analysis. Due to the increasing power of computers during the past few years, theoretical 

methods such as fundamental parameters and theoretical influence coefficients became the most 

popular in routine XRF analysis. 
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1.4.3.1.  Fundamental parameter method 

The concept of deriving algorithms to compensate for matrix effects in quantitative XRF 

analysis and defining influence coefficients to be used in mathematical expressions was 

contemplated very early in the development of analytical methods. The Fundamental Parameter 

(FP) method is based on Sherman equation and enables the calculation the fluorescence intensity 

of an analyte in a sample of known composition by considering both primary and secondary 

fluorescence. This calculation is possible if all physical constants are known: photoelectric 

absorption coefficients, mass-attenuation coefficients, Cöster–Kronig transition probabilities, 

fluorescence yields, weight of analytical line within the series, absorption jump ratios, whose 

values can be found in updated databases. In practice, the application of fundamental parameter 

method consists of two steps: calibration and analysis of unknown sample.  

 

Calibration is a crucial issue in assuring high quality results of quantitative analysis. In FP 

method, calibration can be performed in different ways using any standard specimen for 

calibration: pure-element thick or thin standard, one standard similar to unknown sample, series 

of standards similar to unknown sample, etc. Moreover, standardless analysis can also be 

performed as the fluorescence intensities can calculated from theory considering that all elements 

are evenly distributed. A factor JRXi proportional to the concentration of the element i will be 

calculated by taking into account the absorption and the enhancement effects of the matrix 

elements and will depend on the instrumental setup configuration. 

 Sherman later developed his theory to express the emitted fluorescence X-ray intensity 

from a multi-element specimen subjected to a polychromatic radiation. The theory was later 

refined by Shiraiwa and Fujino [33]. 

 

 The Sherman equation sets the stage for modern X-ray fluorescence spectroscopy but in 

the early days, the computing power necessary to resolve the equation was not available. 

Therefore, mathematical models based on empirical approximations have been developed.   

1.4.3.2.  Empirical influence coefficients  

 Many influence coefficients algorithms have been developed. The algorithms can be 

divided in different ways. The influence coefficients can be calculated from theory (using 

Sherman equation) or from measurements. Therefore the algorithms are generally divided into 

two groups: theoretical and empirical influence coefficients algorithms. 

 Beattie and Brissey showed that by taking the ratio between the peak intensity measured 

for element i in an unknown sample and the peak intensity measured from a pure specimen of 

element i, the concentration of element i could be determined. Despite the limited accuracy, the 
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measurement of intensity ratios for a set of standards was an attractive method in the days before 

inexpensive laboratory computers. 

 A problem with the formulation of Beattie and Brissey is that the system of equations has 

no constant terms and so was over determined. In 1966, Lachance and Traill [34] proposed a new 

expression removing the over determination of the system in order to determine the alpha 

coefficients αij. This equation became the basis for empirical alpha equations. 

   �$ =	[$ �1 +Q|$s�ssÆ$ � (1.70) 

where Ri is the ratio of the measured net intensity Ii to the measured net intensity of the pure 

analyte i and Ci the concentration of element i in the specimen. 

  Other attempts were made to find an empirical equation that more accurately 

describes the relation between measured X-ray intensity and concentration. One can note that 

Claisse and Quintin [35] addressed the definition of absorption influence coefficients in the case 

of a polychromatic source. Moreover, Rasberry and Heinrich [36] proposed a modified form of 

the Lachance and Traill equation where a new alpha term was defined in order to take into 

account the secondary enhancement. 

1.4.3.3.  Fundamental algorithm 

 The complex Sherman equation can be rewritten more simply, after some algebraic 

manipulations as: 

 [$ =	�$ 1 + ∑ �s�$ss1 + ∑ �sE$ss  (1.71) 

where the εij coefficient is the weighted mean of all the enhancement effects caused by matrix 

element j on analyte i in a given specimen and the βij coefficient is the weighted mean of all 

absorption effects caused by matrix element j on analyte i in a given specimen. 

 

 In this form, the Sherman equation shows that the relative intensity Ri is proportional to 

the concentration Ci but also to the ratio on the right-hand side of it. The numerator contains all 

the enhancement coefficients of each element j of the matrix and the denominator contains all the 

absorption coefficients of each element j. Thus, Ri will increase with the enhancement effects and 

decrease with the absorption effects. Since in practice XRF analysts are interested in calculating 

concentrations rather than intensities (which are measured), one can reverse the equation (1.71) 

and obtain: 

 �$ =	[$ 1 + ∑ �sE$ss1 + ∑ �s�$ss  (1.72) 
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 This direct use of Sherman equation is called the fundamental algorithm (FA) method. 

Rousseau [36, 37] proposed the fundamental algorithm to correct for all matrix effects that 

modify the measured net intensity emitted by an element i in a given specimen. It considers 

direct and secondary excitations by a polychromatic radiation, calculates influence coefficients for 

each sample to be analyzed and separately takes into account both matrix effects (i.e. absorption 

and enhancement). 

 This method has some clear advantages. Indeed, it deduces the concept of influence 

coefficients directly from Sherman equation without any approximation and empirical 

coefficients are no longer required. The FA uses only theoretical influence coefficients that are 

calculated for each sample composition, increasing the accuracy in doing so. 

 Many other methods, both empirical and theoretical, have been proposed for quantitative 

XRF analysis each with diverse advantages and drawbacks. Fundamental parameter methods are 

generally considered to be less accurate than the influence coefficient algorithms. This results 

from the fact that the FP methods are usually used with only a few standards (or no standard). 

However, the accuracy of FP methods becomes very similar to that of influence coefficient 

algorithms when the same standards (i.e. many standards similar to the unknown) are used in 

both cases. 

1.4.4. Geometrical factor correction 

 The measured fluorescence intensities are instrument dependent and a geometrical factor 

should be taken into account when comparing the theoretical calculation and the experimental 

data. De Boer [37] first investigated the effects of geometrical factor versus the incidence and 

detection angles. He showed that the geometrical factor has a great effect on the results (Figure 

20). However, the spatial intensity distribution of the incident radiation (i.e. the shape of the 

beam: Gaussian, rectangular, etc.) was not considered in the geometrical factor. Few other 

analyses of the geometrical factor correction have been reported [38], [39]. 

 

Figure 20 : The Ti-Kα fluorescence intensity for a Si/Ti/Ni/Ti/Si (sub) 
multilayer sample as a function of incident angle [40]. 
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  In 2012, Li et al. [40] have presented a geometrical factor correction G(θ) which 

takes into account both the spatial intensity distribution of the primary X-ray beam and the 

instrumental geometry (such as the collimator geometry of the fluorescence detector, the size of 

the X-ray source, the imprint beam size on the sample and the size of the sample).  

More discussion about this expression for the geometrical factor and the management and the 

correction of the instrumental function will be found in the Chapter 3. 
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2. From TXRF to GIXRF  

As stated in Section 1.2, Total Reflection X-ray Fluorescence (TXRF) consists in impinging an 

X-ray beam with a very small angle of incidence (smaller than the critical angle of the considered 

material) on a sample surface and collecting the fluorescence response. One of the main 

advantages of TXRF compared to energy-dispersive X-ray fluorescence (ED-XRF) is that the 

radiation excites mainly the near-surface region of a sample as it is totally reflected by its surface. 

This improves the detection limits (DL) to nanograms or picograms. 

Moreover, to prevent matrix effects encountered for standard XRF analyses (cf. Section 1.4), 

TXRF measurements are generally performed on thin samples (ranging from few nanometers to 

few micrometers depending on the material). Thus, for contamination quantification, element 

detection and concentration calculation can be performed automatically by commercial and 

laboratory instruments. However, TXRF profiling capabilities are limited. Alternative solutions 

such as grazing incidence X-ray fluorescence (GIXRF) have then been developed. 

 

2.1. TXRF  

2.1.1. TXRF instrumentation 

Total reflection X-ray fluorescence is a special case of ED-XRF and was discovered by 

Yoneda and Horiuchi in 1971 [1] when they developed a set-up to significantly reduce the 

spectral background of conventional XRF experiments. Therefore, the instrumentation of the two 

techniques is similar and consists of an X–ray source (generally monochromatic), a beam 

modulation unit, a sample carrier and an energy–dispersive detector (Figure 21). However, some 

improvements have been applied to standard ED-XRF setups. Indeed, contrary to the common 

45° geometry, in TXRF experiments the fluorescence detector is usually placed perpendicular to 

the sample surface in order to be exposed to less scattered intensity and reduce the background 

in the fluorescence acquisitions.  The surface on which the sample is disposed has also to meet 

some requirements. The sample carrier material must be highly reflective to reduce scattered 

background radiation. Moreover, its mean roughness should be in the range of only a few 

nanometers and have a small overall flatness in order to meet the requirements of being optically 

flat and smooth. Furthermore, it should be free of impurities to eliminate contamination peaks 

and the carrier material should not have fluorescence peaks in the spectral region of interest. In 
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addition, it must be chemically inert (i.e. resistant against strong chemicals which are often used 

for sample preparation). Generally, the sample carrier material chosen is quartz glass. 

 

In order to perform optimal TXRF measurements, some other specific experimental setup 

improvements presented below must be respected. 

 

  

 Figure 21 : Schematic set-up of a TXRF experiment. Radiation emitted 
from the X-ray tube passes a filter and a mirror that act as a bandpass to 
eliminate radiation of undesired wavelengths. Fluorescence radiation is 
detected by an ED-XRF detector located at 90° above the sample. 

 

2.1.1.1. The X-ray source 

Different types of X-ray sources are available and adapted for TXRF experiments 

depending on the applications and the work environment. 

 

In stationary spectrometers for XRF analysis, X-ray diffractometry (XRD) or investigation 

of surfaces, high-power X-ray tubes (1-5 kW) are generally used. The tubes are metallic anodes 

which are usually water-cooled to keep the tube at temperatures below 55°C [2]. Indeed, the 

energy of the electrons in the electron beam is mostly converted into heat. The X-rays produced 

at the anode thus comprise of less than one percent of the energy of the electrons in the electron 

beam. These fine focus X-ray tubes are available with several different target materials that can 

sustain such high temperatures and therefore have a high melting point such as Au, W, Ag, Mo, 

or Cu. For XRF analyses, a small focal spot (generally around 0.5 mm × 1.0 mm) is required in 

order to produce a narrow beam. However, immense heat dissipation on the anode is the main 

problem in achieving small focal spot while preserving the power of the X-ray tube. As the heat 

accumulates and dissipates within the area of focal spot, a large focal spot could thus be useful to 

protect the anode. The solution comes from the fact that the optical focal spot at the exit of the 

tube differs from the electronic focal spot on the anode. Indeed, according to the line focus 

principle, thanks to a 6° tilt of the anode, the length of the optical spot is approximately ten times 
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smaller than the length of the electronic spot.  X-ray tubes are also composed of an exit window 

made of beryllium (Be) which is highly transparent for X-rays.  

Generally, single element anodes are used in laboratory tools but the use of a Mo/W alloy 

anode in combination with a tunable monochromator is reported by Knoth et al. [3]. It allows the 

detection of a larger number of elements with optimum detections limits (Figure 22 and Figure 

23). The possibility to tune the energy of the radiation outgoing from this experimental setup (9.7, 

7.5, or 32 keV) overcomes some of the limitations of standard X-ray tubes and brings some of the 

advantages of synchrotron experiments into the laboratories.  

Figure 22 : Schematic configuration of a TXRF 
setup using a Mo/W alloy anode emitting 
variable excitation energies [3]. 

Figure 23 : Detection limits of the TXRF 
instrument using a Mo/W alloy anode and a 
tunable double multilayer monochromator [3]. 

 

A higher photon flux on the sample can be achieved using rotating anodes. In contrast to 

conventional X-ray tubes, the emitted electrons hit the rotating sidewall surface on the anode. 

These tubes can produce 5 to 20 times more intense X-ray beams than standard X-ray tubes. 

In his work [4], Ladisich uses an X-ray tube with two different (Cu and Mo) rotating 

anodes as primary radiation source (Rigaku 200B generator with 12 kW, 60 kV and 200 mA 

maximum power, voltage and tube current respectively) mounted in a vacuum chamber. It was 

equipped with a cathode for a line focus of 10 × 0.5 mm² for TXRF experiments. He shows that 

rotating anode X-ray tubes are well suited as primary radiation for TXRF experiments concerning 

the intensity, the beam stability and available focus size.  

These observations have been confirmed by Wobrauschek et al. [5]. He compared the 

detection limits values for different elements achievable by several TXRF experimental setups.  

They were operated with various X-ray sources (i.e. standard anodes or rotating anodes) and 

configurations (Figure 24). Extrapolated detection limits of 0.17 pg for Mn according to 1000 s 

counting time with a Cu rotating anode source have been reached. 
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Another approach to increase the intensity of the primary X-ray beam is to use optics that 

modify and focus the emitted beam. Indeed, low-power (<1 kW), high brilliance X-ray tubes 

combined with a poly-capillary concentrator can be used for TXRF experiments. The importance 

of micro-focus X-ray tubes has grown since new developments in X-ray optics and particularly 

on capillary optics. It allows the focusing of X-ray beams onto small spots at the sample surface 

and brilliances that are normally only obtained with high-power X-ray sources can be attained 

within these spots. 

Waldschlaeger [6] introduced a micro-focus X-ray tube in TXRF experiments to increase 

the excitation power and provide better analytical performances. He showed the difference 

between a 50 kV/1.0 mA (50 W) standard X-ray tube and a 50 kV/0.75 mA (37.5 W) micro-focus X-

ray tube. The excitation spot on the target sample of the line focus tube is round with a diameter 

of 1.2 mm resulting in a power density of 35 W/mm², whereas the spot of the micro-focus tube is 

just 0.05 × 0.25 mm² resulting in a power density of 4000 W/mm² (Figure 25). The distinctly higher 

brilliance of the micro-focus tube causes a 60% increase of fluorescence intensity. However, due 

to the size of the spot, micro focus X-ray tubes may not be adapted to all TXRF applications such 

as the study of metal contamination at the surface of a wafer. 

 
 Figure 25 : Power density and optical properties of a line-focus and a 

micro-focus X-ray tube [6]. 
 

 

 Figure 24 : Comparison of detection limits reached with various 
excitation and spectral modification devices. Values are extrapolated to 
1000s and obtained from aqueous solutions pipetted on the sample then 
evaporated [5]. 
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Finally, one of the approaches for improving the detection limits is to use more powerful 

X-ray sources such as synchrotron radiation (SR) sources. Because of its importance, synchrotron 

radiation excited TXRF analysis (SR-TXRF) will be discussed in section 2.1.2.2. 

2.1.1.2. The beam modulation unit 

In order to perform optimal TXRF experiments, specificities on both the spatial shape and 

the spectral distribution of the X-ray beam need to be respected. Indeed, TXRF analysis requires 

excitation with a very narrow beam with an angular divergence in the vertical plane of less than 

1 mrad.  

A first improvement of the geometrical beam shape can be realized with collimator slits 

or metallic edges acting as diaphragms. They are generally in metallic silver, steel or platinum 

and can be fixed in entirely contained devices or have to be adjusted in modular components. 

However, the alteration of the spectral distribution is not as easy as shaping the beam. 

In the case of elemental quantification, the high energy part of the continuous 

Bremsstrahlung has to be removed in order to induce fluorescence excitation preferably by the 

characteristic radiation of the anode material. Indeed, as the critical angle θc depends inversely on 

the X-ray energy, the conditions for total reflection are more difficult to realize for high X-ray 

energies. The high-energy photons could not be totally reflected at the surface of the sample and 

could be partly scattered causing a significant background. To avoid this effect, the high-energy 

photons must be eliminated and a low-pass filter is generally used. A low-pass filter can be either 

a metallic mirror or a perfect crystal or glass upon which the primary X-ray beam impinges with 

an angle θcut (i.e. the cut-off angle) which depends on the selected cut-off energy Ecut. X-ray 

photons with an energy higher than the cut-off energy will not be totally reflected from the low-

pass filter and thus removed from the beam by absorption.  

 

Another way to improve the detection limits of TXRF experiments is to monochromatize 

the excitation radiation and monochromators constitute nowadays an important part of many 

modern X-ray fluorescence analysis experimental tools. Indeed, for a quantitative analysis of 

elemental concentrations, monochromatic excitations are preferred for multiple reasons [7], [8]. 

First, X-rays can interact with the matter in a lot of different ways (Section 1.1.2). Therefore, just 

removing the high-energy part of the spectrum via low-pass filters is not sufficient as the 

scattering in the surface layer can form a considerable background below the energy of the 

considered fluorescence radiation. Then, because of the count-rate limitations of solid state 

detectors (SSD; cf. below), a high background even far away from the fluorescence peaks of 

interest decreases the sensitivity. The use of a monochromatic radiation will reduce the total 

fluorescence counts received by the detector. An improvement of the DL of the experiment can 
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then be achieved by increasing the primary intensity. Finally, monochromatic X-rays have a well-

defined penetration depth in the sample. Particularly for in-depth resolving X-ray fluorescence 

analysis, the correct management of the penetration depth of the primary beam inside the sample 

is necessary. 

To conclude, even if the presence of a monochromator in the experimental setup goes 

with a reduction of the primary intensity, it is required in a TXRF setup as it also reduces greatly 

the spectral background and improves the peak to background ratio.  

 

The monochromatization of the excitation radiation can be achieved using different 

element such as a combination of crystal monochromators, X-ray mirrors or multilayers. 

Different filter elements of the primary beam have been compared by Knoth [9]. He concludes 

that solution (d) (Figure 26) consisting of a tunable double multilayer is the best solution. Indeed, 

it offers the best compromise between detection limits and multi-element capability. Moreover, it 

allows the tunability of the primary radiation therefore allowing the analysis of a wide range of 

elements. The most commonly used multilayered structures for the monochromatization of a 

primary Mo-Kα X-ray radiation are W-Si, Ni-C and W-C multilayers. 

  
 Figure 26 : Different excitation schemes for TXRF analysis;(a) Low-pass 

filter using a quartz mirror; (b) bandpass filter using a single multilayer 
mirror; (c) combination of a multilayer and quartz mirror; (d) double 
multilayer arrangement [9]. 

 

 

2.1.1.3. The X–ray fluorescence detector 

In order to identify the chemical elements in the studied sample, it is necessary to resolve 

the spectral lines emitted by the various elements into separate components. This process 

requires energy dispersive (ED) or wavelength dispersive (WD) devices. Generally for TXRF 

experiments, ED detectors are used. An ED detector in combination with a multi-channel 

analyzer is used to simultaneously collect the fluorescence radiation emitted from the sample and 

then separate the characteristic X-rays of the different sample elements into an energy 
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spectrum. Different types of ED detectors have been employed, semiconductor detectors (SD) 

being the most common. Currently, two types of SD are used in TXRF spectrometers. 

 

Solid state detectors 

The most common solid state detector (SSD), the lithium-drifted silicon detector, 

Si(Li)-SD, was developed and applied to X-ray detection in the 1960’s. By the early 1970’s, this 

detector was firmly established in the field of X-ray spectrometry. The main advantage of the 

Si(Li) detector is its excellent energy resolution and its short measuring time for all elements.  

 
 Figure 27 : Working principle of a Si(Li) detector. The voltage applied to 

the device allows the drift and collection of the charge carriers created 
by the ionizing radiation. 
 

 

The basic principle of a simple Si(Li) detector, based on a junction between one p and n 

semiconductors materials, is shown in Figure 27. When an X-ray photon enters the active region 

of the detector, photoionization occurs resulting in the ejection of an electron (called 

photoelectron). This electron then loses its energy creating an electron-hole pair created for each 

3.8 eV of photon energy. The carriers (respectively electrons and holes) produced can then be 

suitably collected at the electrodes (respectively positive and negative) by means of the applied 

field. The Si(Li) detectors must always be kept cold at liquid nitrogen temperature even when not 

operated in order to prevent an undesired redistribution of the lithium dopants. Ideally, the 

detector should completely collect the charge created by the X-ray photon entry and give a 

specific response depending of the photon energy. In reality, some background counts appear 

because of some energy loss inside the detector. 

The Si(Li) detector is currently the most popular X-ray detector for TXRF experiments in 

the energy range from a few hundred electron-volt up to about 40 keV. To compare the 

effectiveness and capabilities of X-ray detectors, the energy resolution of ED-XRF spectrometers 

is generally expressed as the full width at half maximum (FWHM) of the Mn-Kα X-ray at 5.9 keV 
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[10]. The typical energy resolution of commercial SSD detectors is of the order of 135 eV at 5.9 

keV.  

 

Silicon drift detectors 

The Silicon drift detector (SDD) has been introduced by E. Gatti and P. Rehak in 1983 [11]. 

Since its invention, it has been developed for a large variety of applications in the field of X-ray 

spectroscopy. 

 
 Figure 28 : Working principle of a SSD detector [12].  

 

The SDD sensor is fabricated from high purity silicon disc and consists in a p doped large 

cathode in the entrance side facing the incoming X-rays. On the opposite side, a central and small 

anode surrounded by a number of concentric drift electrodes can be found (Figure 28). Similarly 

to SSD, when the junction is exposed to X-rays, it converts, via photoionization and Auger 

emission, each entry photon into a number of electron-hole pairs proportional to the 

characteristic energy of the X-ray photon. The transversal field generated by the ring electrodes 

causes charge carriers to be drifted down to the collection anode. The drift concept of SDD 

combined with the extremely small value of the anode capacitance allows significantly higher 

count rates than Si(Li) detectors [13]. Moreover, the SDD’s energy resolution is similar to that of a 

SSD as the FWHM is generally inferior to 145 eV at Mn-Kα. The high purity of the material 

allows for the use of Peltier cooling instead of the liquid nitrogen cooling and therefore allows an 

easier integration in laboratories.  

2.1.2. Applications of TXRF  

The first experiment on the total reflection X-ray fluorescence analysis has been carried 

out by Compton [14] in 1923. By discovering that the reflectivity of a flat and smooth surface rises 

drastically under an X-ray irradiation at grazing angles (around 0.1°), he launched a new trend in 

the development of X-rays total reflection technique. In 1963, the variation of X-ray diffuse 
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scattering with the incidence angle was reported by Yoneda [15]. This modulation of the 

reflectivity intensity will be afterwards named Yoneda wings. In 1971, Yoneda and Horiuchi 

performed the analysis of particulate samples with an excitation radiation reaching the surface at 

an angle below the critical angle of total reflection, therefore creating the first experiment on total 

reflection X-ray fluorescence spectrometry (TXRF) [1]. 

 

Due to its high sensitivity, wide linear range, the relatively easy deconvolution of the 

fluorescence spectra and the simplicity of its calibration control, TXRF has been widely used to 

study surface contamination and chemical cleaning procedure efficiency. The aim of these 

analyses is to detect contaminants on semiconductors wafers that are detrimental to the 

functioning of the devices to be produced and sort out contaminated wafers before further 

processing.  

2.1.2.1. Laboratory and production tools 

TXRF setups are operated in many cleanrooms via industrial monitoring tools and the 

trace contaminations to be tracked are generally metallic elements [16]. The use of industrial 

equipment for TXRF experiments has been reported in Shibaya’s work [17] where measurements 

were performed using a TECHNOS TREX 610. This equipment is composed of a rotating anode 

with a tungsten (W) target operated at 30 kV and 150 mA. A LiF(200) monochromator was used 

to select the W-Lβ line as excitation source. Cl, Cu and Zn surface contamination of GaAs wafers 

down to 1-8 × 1010 atoms/cm² have been quantified. On the other hand, Verdonck et al. [18] used 

an Atomica XSA 8000 system equipped with a Mo X-ray tube to study surface contamination 

induced by plasma etching and more specifically reactive ion etching (RIE). The detection limit of 

this equipment for the investigated elements is around 1011 atoms/cm². However, this TXRF setup 

is unable to detect aluminum (or any other low-Z elements) on silicon wafers. 

Indeed, standard and industrial equipment are not adapted to observe low-Z 

contaminants as the background originating from the bulk Si may interfere with the fluorescence 

peaks of low-Z contaminants. One could choose to operate at an energy below the K absorption 

edge of Si (at 1.840 keV) to get rid of the strong Si-Kα fluorescence peak. This can be achieved 

with an energy-tunable X-ray source or by selecting the W-Mα line of a tube with a tungsten 

anode. However, TXRF measurements performed at low excitation energy raise some difficulties. 

First, the resonant Raman scattering (RS) from Si will overlap with the fluorescence lines of 

elements lighter than silicon [19]. Moreover, the poor efficiency of the detector for low X-ray 

energies and their limited resolution are not helpful in this perspective.  
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The detection efficiency can be improved by performing TXRF measurements in a 

vacuum chamber and by diminishing the thickness or removing the windows in front of the 

X-ray tube and the detector. With these considerations, Hoefler et al. [20] have developed a TXRF 

spectrometer for the study of low-Z elements. The equipment uses a Cr-anode tube (5414 eV), a 

multilayer monochromator and a Si(Li) detector with an ultrathin window embedded in a 

vacuum chamber. In order to get rid of Auger and photoelectrons that could get into the sensitive 

volume of the detector due to the presence of the ultrathin window, permanent magnets have 

been installed in front of the entrance window of the detector (Figure 29). Biofilms with low-Z 

elemental masses down to 28 ng/cm² (for magnesium) have been measured (Figure 30). 

  

Figure 29 : Scheme of Hoefler TXRF spectrometer 
for low-Z elements [20]. 

Figure 30 : XRF spectrum of the studied 
biofilm. Excitation conditions: Cr tube at 
30 kV and 20 mA [20]. 

 

To further enhance the sensitivity to surface contaminants, TXRF can be combined with 

vapor phase decomposition (VPD) [21], [22]. The idea consists in collecting all the contaminants 

dispersed over the whole surface of the sample and concentrate them into a small droplet that 

will be irradiated. The contaminants are firstly decomposed all together with the surface silicon 

oxide by exposition to a high purity hydrofluoric (HF) vapor. Finally, all the impurities are 

collected with a sampling solution, dried naturally and analyzed by TXRF (Figure 31).  

For standard contamination quantification by TXRF measurements, the detection limit 

(DL) is limited by the fact that the illuminated area seen by the detector is small compared to the 

size of the wafer. However, for VPD-TXRF, the whole residue is irradiated during the experiment 

 Figure 31 : Pre-treatment process for TXRF measurements [21].  
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as the primary beam height is generally larger than the size of the droplet. Therefore, VPD-TXRF 

offers a large improvement of the DL compared to standard TXRF. Improvement of the detection 

limit by two to three orders of magnitude can be achieved [23] as the order of magnitude of the 

improvement factor is given by the ratio of the wafer size to the irradiated spot size seen by the 

X-ray detector. Thus, compared to standard TXRF where detection limits are generally 1010 

atoms/cm² for the considered elements, DL of 4 × 108 atoms/cm² have been reached for VPD-

TXRF.  

However, one of the main disadvantages of VPD-TXRF is that it is a destructive technique 

and removes the possibility to perform spatially resolved analysis of the wafer surface. Therefore, 

this solution may not be adapted for industrial purposes. 

2.1.2.2. Synchrotron radiation TXRF (SR-TXRF) 

Another way to improve the detection limits is to perform TXRF measurements at 

synchrotron facilities. The synchrotron radiation (SR) has unique properties such as high 

intensity and a very low angular divergence. The use of a highly polarized radiation also 

decreases the scattered radiation and reduces the background. Synchrotron radiation is therefore 

an ideal excitation source for TXRF experiments. Moreover, SR-TXRF allows achieving very low 

detection limit for low-Z as well as high-Z elements. Indeed, another advantage of SR is the 

possibility to tune the excitation energy. One can thus operate TXRF experiments with an 

excitation energy below the absorption edge of a matrix element with high concentration but 

above the absorption edge of the element of interest. This selective excitation allows to get rid of 

the majority of matrix effects and inspect low-Z elements without any contribution from the bulk.  

 

If the experiments are performed in air, the scattering of the exciting radiation can 

contribute to the background. Therefore, all SR-TXRF measurements are operated in a vacuum 

chamber [24]. As shown by Wobrauschek et al. [5], the application of TXRF using synchrotron 

radiation can be performed with various geometrical arrangements for sample position and 

detector (Figure 32).  
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 Figure 32 : Three possibilities of arranging wafer and detector for 

SR-TXRF [5]. 
 

 

With a similar geometry as the one used for standard TXRF measurements, the 

arrangement C described in Figure 32 (i.e. excitation using SR with a horizontal sample reflector 

and detection performed by placing the detector at the vertical above the sample) will achieve an 

excellent excitation and detection. However, this combination of sample and detector position 

will result in a complete loss of the use of the polarization effect of the synchrotron radiation. For 

geometry A (i.e. excitation using SR with a horizontal sample reflector and detection performed 

by positioning the detector axis in the plane of the orbit), as the X-ray detector is side-looking, the 

polarization effect is fully utilized. However, even if the sample is excited efficiently, the 

detection of the fluorescence is not optimized as the fluorescence radiation has a longer path in 

the sample to reach the detector giving rise to more absorption effects. Finally, configuration B 

has been obtained by rotating the sample reflector of geometry A to a vertical position without 

moving the slits. This configuration is not optimal as the excitation conditions are poor. Indeed, 

most of the photons in the horizontal plane are absorbed by the collimation system. However, the 

detection efficiency is high as the small distance between the sample and the detector leads to a 

large solid angle of detection.  

 

Various SR-TXRF setups are accessible around the world and are fully functioning. For 

example, the synchrotron radiation from SSRL (Stanford Synchrotron Radiation Laboratory, 

Menlo Park, California) Beam Line III-4 was used as a excitation source for TXRF analysis of light 

elements [25]. The experimental setup is mounted in the arrangement C described above and 

equipped with an ultra-thin window high purity Ge detector and a horizontally deflecting 

toroidal Au mirror to cut off photons with an energy higher than 3 keV. It is therefore perfectly 

designed to detect and measure light elements (Z < 14). TXRF spectra of a sample containing a 

5 nm Mg layer excited with a Cr anode fine focus X-ray tube (Figure 33-a) and a sample 

containing 500 pg Mg measured at SSRL beam line III-4 with a monochromatic beam of 1.77 keV 
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(Figure 33-b) have been acquired. Table 2 compares the detection limits (DL) and sensibilities (S) 

obtained at SSRL and with a standard X-ray tube. By using a synchrotron radiation as the 

excitation source for the analysis of light elements in total reflection geometry, very small 

detection limits of a few hundred femtograms are obtained. An improvement of 3 orders of 

magnitude has been achieved compared to a standard laboratory Cr anode X-ray tube. Detection 

limit of 2 pg for Mg is obtained with synchrotron radiation, whereas 100 times more Mg is 

necessary with an X-ray tube.  

 

 

 SSRL 3 GeV 100 mA, BL III-4 X-ray tubes optimized conditions 

 DL (pg) S (cps/ng) DL (pg) S (cps/ng) 

F 9 20 1400 0.13 

Mg 2 100 200 0.8 

Al 0.5 200 100 1.2 

Table 2 : Detection limits and sensitivities at SSRL BL III-4 and with a standard X-ray tube (Cr fine 
focus X-ray tube) with 1000 s of counting time [25]. 
 

 
 Figure 33 : Comparison of TXRF spectra of (a) a 5 nm Mg layer excited 

with a standard Cr fine focus X-ray tube and (b) 500 pg Mg sample 
excited with a 1.77 keV synchrotron excitation [25]. 

 

 
A vacuum SR-TXRF setup is also available at the HASYLAB synchrotron facility in 

Germany [26]. On this experimental setup, the vacuum chamber is equipped with a 

Ni/C multilayer monochromator. The fluorescence radiation is measured by a Vortex silicon drift 

detector (SDD) with a 50 mm² active area. Figure 34 shows a SR- TXRF spectrum obtained from a 

Ni sample [27]. With a 17 keV monochromatic excitation radiation, a detection limit of 8 fg for Ni 

has been obtained.  
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Figure 34 : Spectrum of 100 pg of Ni on a Si 
wafer excited with a 17 keV radiation during 
60 s. The DL was found to be 8 fg [27]. 

Figure 35 : Comparison of Al2O3 powder 
fluorescence spectra measured with laboratory 
TXRF (Atomika 8030C) and SR-TXRF [27]. 

 

Using the same optic elements and geometry, a comparison of spectra between SR-TXRF 

and standard TXRF (Atomika 8030C) of alumina (Al2O3) powders has been performed (Figure 

35). SR-TXRF has been shown to provide very good sensitivity which is crucial for the 

determination of trace elements such as Cr and Mn in Al2O3 powders. The accuracy and precision 

of these determinations, however, is limited by the inhomogeneity of the samples, which was 

found to be problematic for analyses with very small quantities. 

 

Another SR-TXRF setup for wafer surface analysis is available at the 

Physikalisch-Technische Bundesanstalt (PTB) beamline at BESSY2 in Germany. The facility 

contains two different fluorescence beamlines. First, the four-crystal monochromator (FCM) 

beamline provides monochromatized radiation in the energy range from 1.75 keV to 10.5 keV. 

Then, the plane-grating monochromator (PGM) beamline extends the available spectral range 

down to 78 eV, this latter being then particularly adapted for the study of low-Z elements. This 

SR-TXRF experimental setup has been used to investigate various samples with a top nano-layer 

of high-k materials. They consist of a Si substrate with a silicon oxide (SiO2) layer covered by a 

hafnium oxide layer with a thickness varying from 2 nm to 5 nm [28]. Both beamlines and thus 

complementary excitation energies have been used. The first measurement has been performed at 

10.5 keV (Figure 36-a). This photon energy is between the energies of the L3 and L2 absorption 

edges of Hf and therefore allows for the selected excitation of the fluorescence lines of the L3 

edge only. The second measurement was carried with a photon energy of 1750 eV in order to 

excite only the Hf M4 and M5 subshells (Figure 36-b). At a higher energy, the fluorescence of the 

silicon substrate would have been excited which would have dominated the spectral distribution.  
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 Figure 36 : Spectra of Hf containing high-k layers taken in different 

energy regions. (a) Excitation energy = 10.5 keV and (b) Excitation 
energy = 1.75 keV. The green and the blue line show background 
components (green: Bremsstrahlung, blue: resonant Raman scattering of 
silicon), the red lines are the fluorescence lines convolved with the 
detector response function to deduce their intensity and the purple line 
shows the fit to the experimental spectrum [28]. 

 

 

2.1.3. Quantitative analysis   

As described above, as TXRF is mainly used to study surface contamination or measure 

trace elements, TXRF experiments are generally performed on samples thin enough to prevent 

the matrix effects described in Section 1.4.1. A linear concentration-signal counts relation can be 

then defined. Therefore, element detection and concentration quantification of surface elements 

can nowadays be performed automatically by commercial instruments and software. 

2.1.3.1. Spectrum evaluation 

The spectrum evaluation is the first step required to perform quantitative analysis. The goal of 

spectrum evaluation is the extraction of the analytically relevant information (i.e. the net number 

of counts under a peak) from experimental data.  This step has to be carried out in a consistent 

way for the different fluorescence peaks as the signal counts will be directly linked to the 

elemental concentration. Different methods can be used to perform an accurate spectrum 

evaluation. 

The most straightforward method to obtain the net area under a fluorescence peak of 

interest consists in interpolating the background under the peak and summing the background-

corrected channel contents in a region of interest (ROI) over the peak. However, in practice, this 

method is limited by the curvature of the background or by the presence of other peaks. These 

other peaks can be fluorescence peaks (as seen in Figure 37 where Ag-L3 peaks are convoluted 

with In-L3 peaks) or detector artefact peaks such as escape peaks and pile-up peaks. 
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Escape peaks are consecutive to photoionization followed by electronic shells 

rearrangement of the detector material (generally Si) through X-ray emission. Part of these 

rearrangement X-rays are produced close to the detector material fluorescence edge and thus can 

exit from the active part of the detector and the relevant energy is lost. The energy measured for 

the incoming X-ray is thus reduced by the magnitude of the Si-Kα X-ray and an escape peak (of 

energy Eesc = E - EKα) is detected. Generally, less than 2% of incoming X-ray photons will fluoresce 

Si-Kα X-rays from the detector junction. Sum peaks (or pile-up peaks) are produced when the X-

ray detector cannot distinguish between two X-ray photons that penetrate the active region of the 

detector almost simultaneously. Instead of recording two X-rays with either the same or different 

energies, only one X-ray with an energy equal to the sum of the two incoming photons will be 

recorded. 

Consequently, the integration over a ROI cannot be used as a general method for 

spectrum evaluation in TXRF. In order to obtain the net areas of the fluorescent lines of interest, a 

widely used method for spectrum evaluation is the fitting of the spectral data with a model. This 

model takes into account the contribution from all peaks (i.e. both fluorescence peaks and 

detector artefacts) within a certain ROI and the background.  

The background can be calculated via two different ways. The first approach consists in 

calculating the background only with mathematical functions (generally linear function or 

exponential polynomials). This method is implemented in spectrum evaluation programs such as 

PyMCA [29]. The other approach consists in calculating a physical background which takes into 

account the incident radiant power, the efficiency of the X-ray fluorescence detector employed 

and the effective solid angle of detection [30]. This fundamental parameter (FP, cf. Section 1.4.3) 

approach thus requires a perfect knowledge of the instrumental setup. As this kind of 

information is not always easy to collect on standard laboratory tools, this method is mainly 

developed and implemented at synchrotron facilities. However, the spectrum evaluation of TXRF 

 
 Figure 37 : TXRF spectrum of In2O3/Ag/In2O3 sample excited by a 

standard Cu tube. The energy of Ag-L3 and In-L3 lines cannot be 
separated by ED-XRF detectors. 
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analysis of low-Z elements requires the use of the FP method. Indeed, in this low energy region, 

Bremsstrahlung and Raman scattering are prominent (Figure 38) their correct description are 

required in order to obtain an accurate TXRF spectrum evaluation. 

2.1.3.2. Calibration 

Various effects disturbing the X-ray fluorescence quantification have been described in 

Section 1.4.1. However, one of the inherent advantages of TXRF experiments is that one deals 

with thin samples thus enabling a linear relation between the fluorescent intensities and the 

concentration [31]. In general, the quantitative TXRF analysis can be done using two different 

methods. 

The first approach consists in creating a calibration curve by measuring several standard 

samples with a known element concentration and finding the relation between the X-ray 

fluorescence intensity of the measured element and the concentration. After establishing the 

calibration curve, the conversion from intensity to concentration is easily performed. As the use 

of proper standards is very important for all trace analysis techniques, a technical committee on 

surface analysis has been organized at the International Organization of Standardization (ISO) 

[32]. It includes a working group on TXRF and aims at developing international standards. 

Different methods to create reliable standards have been considered such as, for example, using a 

dried residue of an acid solution containing 13 elements of equal concentration [33]. 

Figure 39 shows a TXRF spectrum of such a standard sample. Single element sensitivities 

can be calculated from these measurements. The result of a systematic determination of element 

sensitivities is represented in Figure 40. This calibration curve was obtained by using two 

different X-ray sources (Mo and W X-ray tubes) in order to excite all elements with an atomic 

 
 Figure 38 : TXRF spectrum of a wafer containing 1012 cm-2 of various 

transition metals and 1013 cm-2 of Na and Al (low-Z elements). The 
spectrum is fitted by detector response functions at the energies of 
fluorescence lines. The background includes Bremsstrahlung and 
resonant Raman scattering contributions [30]. 
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number Z > 13 (Aluminum). The elements with lower atomic numbers cannot be detected 

because their characteristic X-ray fluorescence radiation is absorbed by the air gap between the 

sample and the detector. 

 
 

Figure 39 : TXRF spectrum of the residue of a multi-
element standard solution containing equal 
concentrations excited by Mo-K radiation. 

Figure 40 : Set of relative element sensitivities 
measured under total reflection of X-rays. 

 

The use of this type of calibration curve allows a relative simple quantification. However, 

the addition of one element as internal standard of known concentration into the sample is 

recommended to improve the accuracy of the results. Indeed, in this case, volumetric errors will 

cancel. Then, the concentration of the unknown sample can be given:  

 �� = ���� ∙ �!��.�!��. ∙ �!��. (2.1) 

where Cx and Cstd. are respectively the concentration of the unknown and standard sample. Ix and 

Istd. the measured fluorescence intensity of respectively the element of interest and the internal 

standard. Sx and Sstd. are the detector sensitivity to respectively the element of interest intensity 

and the internal standard. 

 Many relevant information for trace analysis of surface contamination on Si wafers and 

non-Si (eg. Ge [34]) substrates and layers using standard samples are available and a reliable 

quantification is possible and done daily in industrial clean rooms. Nevertheless, Hellin et al. 

have shown that in particular cases such as the study of VPD-TXRF (Section 2.1.2.1) calibration 

curves are not sufficient and sample effects have to be taken into account [35]. Indeed, to avoid 

TXRF saturation effects, the surface concentration for metallic elements must not exceed an upper 

limit of 1011 atoms.cm-².  

 

 The other method is known as the Fundamental Parameter (FP) method which is based 

on theoretical calculations. As evoked in Section 1.4.3.1, considering the type and properties (such 

as the photoelectric absorption coefficients, mass-attenuation coefficients, Cöster–Kronig 
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transition probabilities, fluorescence yields, weight of analytical line within the series, absorption 

jump ratio of all elements), the fluorescence intensity of each line can be derived theoretically 

without requiring a standard sample. Using this method, the composition of an unknown sample 

can be directly extrapolated from the fluorescent intensity of each element. One example of 

theoretical calculations and considerations has been exposed in Shin et al. [36]. This quantification 

method allows circumventing problems related to deviations from the expected linear response 

between the contamination concentration and the X-ray fluorescence intensity. 

  A reference-free quantification method  has been realized by Beckhoff et al. at BESSY 

facility [37]. The FP method is based on calibrated detectors and calibrated light sources and 

requires sophisticated computer programs as well as a perfect knowledge of the instrumental 

parameters and the atomic fundamental parameters. It is often applied in synchrotron facilities as 

one of the advantages of synchrotron radiation is the absolute calculability of all its properties. 

Therefore, the fundamental parameter quantification method may be non-adapted for industrial 

or laboratory experiments on which all experimental parts may not be totally controllable. 

 

 

2.2. GIXRF 
 

 TXRF is an efficient technique for surface analysis. However, new developments in 

microelectronics require performing depth-profiling analyses to reveal the sequence of layer and 

their partial inter-diffusion at the interfaces or to obtain the profile of a dopant inside a bulk 

material. Therefore, some alternative TXRF techniques such as grazing incidence X-ray 

fluorescence analysis (GIXRF) have been developed.  

2.2.1. TXRF combined with etching 

 The in-depth characterization of a sample is not possible with a single TXRF 

measurement performed at a unique incidence angle. Consecutive TXRF measurements of 

different sample layers have thus to be performed. Klockenkämper et al. have described two 

different approaches to realize depth-resolving TXRF. First, similarly to VPD-TXRF, the sample 

surface is decomposed by an acid droplet, collected in a sampling solution and then dried by 

evaporation. The residue are analyzed by TXRF [38], [39]. These steps are reproduced a sufficient 

number of time to obtain the in-depth composition and concentration profile. The quantification 

is not straightforward and based on the assumption that the chemical processes do not change 

the oxidation state of the sample. Indeed, in order to determine the total etched quantity, the 

wafer has to be weighted before and after each step. A mass modification of the sample during 



2.2. GIXRF 

 ___________________________________________________________________________________________________________________________________________________________________________  

 

63 
 

the measurements could lead to inaccurate quantification. The second approach described by 

Klockenkämper et al. consists in etching the sample surface by ion sputtering and then perform a 

TXRF analysis of the etched surface [40], [41].  

 The depth–resolution of these techniques is correlated to the thickness of etched material 

as well as the penetration of the incident X-ray beam inside the material. Generally, it is 

determined to be around one nanometer. It can be easily noted that the profiling capabilities of 

sequential TXRF are limited. Added to the fact that it requires numerous steps and resources, it is 

a destructive technique therefore removing one of the main advantages of standard TXRF. 

2.2.2. GIXRF 

 Grazing incidence X-ray fluorescence (GIXRF) is a total reflection XRF–based method 

adapted for depth–profiling. As stated in Chapter One, it is based on the fact that the penetration 

depth of the incident X–ray beam depends significantly on the incidence angle. Different depth 

regions are thus accessible by varying the incidence angle. Moreover, GIXRF can be applied to a 

wide range of samples to determine their elemental composition as well as their near–surface 

structure. GIXRF measurements allow distinguishing between different types of samples (i.e. 

bulk samples, multilayers, implanted samples or residual grains) as the fluorescence intensity 

varies with the incidence angle. Indeed, the modulation of the X–ray standing wave (XSW) 

pattern above the sample surface with incidence angles coupled to the increasing penetration 

depth influence significantly the detected X–ray fluorescence intensity. 

 GIXRF requires similar instrumental setup and optic elements as the ones presented for 

standard TXRF experiments. The advantages of synchrotron radiation such as the improvement 

of the detection limits and the possibility to analyze low-Z elements are unchanged. However, as 

the incidence angle varies during a GIXRF experiment (generally from θ = 0° to 5°), the position 

of the sample compared to the incident beam needs to be known precisely and controlled 

accurately. Generally, a 5-axis motorized sample positioning system with 3 translational and 2 

rotational displacements is necessary to position the sample adequately [42] and align it with the 

X-ray source.   

 

 One of the first applications of GIXRF is the qualitative analysis of multilayered 

structures. To illustrate this approach, buried boron-carbon layers with nominal thicknesses of 

1, 3 and 5 nm and capped with 2.5 nm silicon oxide have been studied using a monochromatized 

synchrotron radiation of the PTB at the BESSY II facility [43]. GIXRF measurements (from θ = 0° 

to 4.5°) at 1060 eV have been performed. The normalized count rates of boron, carbon and oxygen 

Kα as well as the silicon L-2,3 fluorescence signals are shown in Figure 41. The shape of the O-

Kα, C-Kα and B-Kα curves allows identifying deposited thin films of oxygen, carbon, and boron, 
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whereas the Si-Ll curve is characteristic of a bulk GIXRF signals. Moreover, the position of the 

GIXRF signals can reveal the sequence of the layers. Indeed, as the penetration depth of the 

primary radiation increases with the incidence angle, a shift of the angle at half-maximum of the 

GIXRF peak (1.19° for oxygen, 1.28° for carbon, and 1.39° for boron) can indicate the position of 

the layers in the stacking. 

  

 The qualitative analysis of GIXRF measurements has also been used in the study of 

Cu(In1-xGax)Se2 samples synthetized at two different temperatures: 430°C and 530°C [44]. The 

differences of the fluorescence intensities (Figure 42) between the two different samples are larger 

than the total error limits of the measurement. Therefore, it indicates that the two samples have 

different depth distributions distinguishable by GIXRF. These results confirm that GIXRF can 

give qualitative information on the layer composition and sequence. 

 

 
 

Figure 41 : Relative fluorescence count rate as a 
function of the incident angle. The shift of GIXRF 
signals towards larger angles indicates the position 
of the layers in the stacking [43] 
 

Figure 42 : Cu-Kα GIXRF intensities of two 
different Cu(In,Ga)Se2 films synthesized by 
three-stage co-evaporation process at 430 °C 
and 530 °C [44].  

 The depth profiling capabilities of GIXRF measurements has been used for the in-depth 

characterization of ion-implanted samples [45] and more recently in combination with secondary 

ion mass spectrometry (SIMS) for ultra-shallow implantation profiles in silicon substrates [46]. As 

shown on Figure 43, the depth–profile of the implanted ions may be retrieved by inverse 

modeling. Starting from a reasonable assumption on the depth–profile obtained by SIMS, the 

standing wave–pattern and the primary beam penetration into the sample are then simulated and 

the expected fluorescence intensity at the different incidence angles is calculated. Finally, the 

GIXRF simulations are compared to the experimental fluorescence intensity profile in order to 

improve the initial assumption and converge to a final result.  
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 An improvement of this inverse modeling problem has been developed on arsenic (As) 

implants [47]. In his work, with no a priori information, Hönicke used a sample model that takes 

into account a dopant profile and calculated the resulting GIXRF intensity. He then compared 

this simulated curve with experimental measurements. The agreement between the simulated 

and experimental data has been improved by directly fitting the dopant profile. Windt’s IMD 

software package was used to perform the necessary XSW field calculations [48]. The in-depth 

doping profiles determined with various characterization techniques are shown in Figure 44. 

These techniques include medium energy ion scattering (MEIS) and Z-contrast tilted sample 

annular dark field scanning transmission electron microscopy (TSADF-STEM). The comparison 

of the depth profiles indicates that differences are only observed in the first few nanometers close 

to the sample surface. In this region, the sputtering rate of SIMS is known to be non-constant. 

Hönicke demonstrated that for the characterization of ultra-shallow junctions, GIXRF can be a 

nondestructive, alternative and efficient characterization technique. 

 

 GIXRF also allows quantitative depth-profiling characterization of multilayers or thin 

films deposited on a surface [49]–[52]. The thickness, the density and the roughness of each layer 

as well as the elemental quantity of deposited material are assessed via De Boer’s formalism 

(presented in Equation 1.12). The determination of the thickness of a Pd layer on a Si substrate as 

well as the in-depth profiling of a Fe/Ti/Fe tri-layer is represented in Figures 45 and 46.  

 

 

Figure 43 : Flow chart depicting the algorithm 
implemented for fitting GIXRF experimental data 
by correcting the SIMS profile given as initial best 
estimate [46]. 

Figure 44 : Comparison of the implantation 
profile for one of the As wafers (3 keV, 1.0×1015 
cm-2) determined with various techniques and 
the respective SRIM profile [47]. 
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 The problematics of quantitative GIXRF are similar to the one explained for TXRF as two 

approaches are possible (i.e. using reference samples or by via FP method). However, due to the 

variation of the incidence angle, several additional factors have to be taken into account for 

quantitative GIXRF. It includes instrumental parameters such as the size of the illuminated 

sample area (dependent on the incidence angle), the spatial intensity distribution of the primary 

X-ray beam and the angular divergence of the beam. These parameters and the solutions to 

manage them will be described more thoroughly in Chapter 3. 

 

 Recently in 2014, Ingerle D. [53] showed that an unambiguous deconvolution of the angle 

dependent fluorescence signal in order to determine the layer thickness as well as the density is 

not possible. The GIXRF results of the fluorescence radiation from the fluorescence Hf-L3M5 and 

Si-KL3 from a nominal 2 nm thick Hf0.6Si0.4O2 layer on a Si substrate are shown in Figure 47. By 

fitting the thickness and the density, the results are ambiguous. Indeed, a set of combination 

density-thickness can be found resulting in good fitting. For demonstration, two combinations 

were selected and very good fitting results are obtained with the combination of a thickness of 

2.25 nm and a density of 6.1 g/cm3 but also with the other combination of a thickness of 2.05 nm 

and a density of 6.7 g/cm3.  

  
Figure 45 : Determination of the layer thickness of 
a Pd layer on a silicon substrate. Measured 
fluorescence intensities of Pd and Si as a function 
of the incident angle result in a layer thickness of 
132 nm. The manufacturer’s value is 133 ± 3 nm 
[50]. 

Figure 46 : Analysis of a three-layer system by 
angle-resolved TXRF measurements. Both the 
thickness and the density of the layers have 
been determined [51]. 
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 Due to these GIXRF limitations, a new approach has been considered. Indeed, in 2013, 

Holfelder et al. [54] showed that by combining complementary X-ray fluorescence techniques, 

one could reduce the uncertainties of the individual techniques and obtain a more reliable 

characterization (Figure 48). As stated previously, as the thickness and the density of the layers 

are correlated in the De Boer’s formalism, the accurate determination of these two parameters by 

GIXRF is not possible. The use of an adapted complementary X-ray technique is therefore 

required. 

The best choice to overcome this problem is to combined X-ray reflectivity (XRR) with GIXRF. 

XRR is a well-known characterization method for the determination of thickness and in-depth 

electronic profiles of multilayered structures. The thickness values determined by XRR could 

then be used for GIXRF. 

One of the other advantages of combining XRR and GIXRF is that they are both grazing 

characterization techniques. It is possible to measure simultaneously the specular reflected beam 

and the fluorescence radiation on a unique experimental setup. Using adapted analysis software, 

it is also possible to evaluate the data and perform combined fitting of the experimental data. 

Such a technique, the experimental setup and the analysis software required will be detailed in 

the next chapter. 

 
 Figure 47 : GIXRF fluorescence signal from Hf and Si from a HfSiOx 

layer. The calculation was performed using only the GIXRF signal. Good 
fit results are obtained for a density of 6.1 g/cm3 using a thickness of 2.25 
nm (a) as well as a density of 6.7 g/cm3 using a thickness of 2.05 nm (b), 
thus showing the ambiguity of the GIXRF data [53]. 
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 Figure 48 : How can a method (rows) help another method (columns) to 

improve or complement the results [54] ? 
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3. Data analysis 

3.1. GIXRF and XRR combined analysis 

3.1.1. Advantages of the combined analysis 

Grazing incidence X-ray fluorescence (GIXRF) is a powerful non-destructive technique for 

depth-profiling and characterization of thin layers or thin films [1], [2]. It provides information on 

the depth distribution and the total dose of elements in depths of a few nanometers as well as 

information on the thickness, densities and roughness of thin films. GIXRF is based on the fact 

that an X-ray standing wave field (XSW) is created above and inside the material due to 

interferences between the incoming and the reflected beam which occur at incidence angles close 

to the critical angle of total external reflection θcrit [3]. By increasing the incidence angle (resulting 

in an increase of the penetration depth of the primary beam), the wave field intensity inside the 

sample distribution varies and the X-ray fluorescence signal is affected. This angular dependency 

of the fluorescence signals provides information on the elemental composition and material 

properties of the layers and the substrate material. On the other hand, X-ray reflectivity (XRR) is a 

non-destructive, highly accurate method based on the reflection in the specular direction of 

X-rays at the surface and interfaces of the sample [3]. XRR is a well-known and used method for 

the determination of the thickness, in-depth electronic density and roughness of thin layers [4]–

[7].  

Both techniques use a similar measurement procedure (i.e. increasing the incidence angle 

and collecting data at various angles) and XRR experimental requirements are close to the ones 

for GIXRF experiments (Section 2.2.2). Indeed, the experimental setup required to perform XRR 

measurements requires various elements such as a monochromatized and well collimated X-ray 

beam (with preferably a divergence smaller than 0.01° in the propagation direction), a X-ray 

detector with a high dynamic range (i.e. the ability to detect counting rates from 0 to more than 

106 counts per second) and finally a motor system that allows having an accurate knowledge and 

control of the sample position and the incidence angle of the primary beam. Both methods can 

therefore be realized on a unique experimental setup using the same primary X-ray radiation 

(Figure 49).  
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Finally, for both techniques, part of the information is left unused. By combining them, 

the additional information can be used to reduce the uncertainties of the individual methods and 

allows a determination of dose and depth profile of the implanted elements with drastically 

increased confidence level [8]. To overcome the limitations of each technique, the intensity of the 

specular reflectivity and the fluorescence can be measured simultaneously and the data evaluated 

using a combined fitting software. 

 

In chapter One, we have shown that for GIXRF analysis, the X-ray fluorescence intensity 

Iaj of an element a in a layer j can be expressed according to De Boer formalism [9]: 

 �Ps = �ℎ� �Ps �P��s�/Js �P�7P�P exp�#Q��P��sin��
s�<
��< ��<� �Y �#��s��Y � exp	�# �sPYsin�� 

�¡
�

 (3.1) 

with Caj the mass fraction of element a in layer j, ρj the density of material j, τaλ is the photoelectric 

absorption coefficient for element a at wavelength λ, Jaλ is the absorption jump factor at 

wavelength λ for the creation of holes in the considered shell of element a, ωa is the fluorescence 

yield for the decay of holes in the considered shell of a, ga is the relative emission rate for the 

considered XRF line in preference to other lines originating from the same hole in a, and μna the 

linear attenuation coefficient of the considered fluorescence radiation from element a in layer n, 

ψd is the detection angle and S1 is the irradiated detected sample area.  

 

As shown in Section 1.4.4, the measured fluorescence intensities are instrument 

dependent and a geometrical function should be taken into account when comparing the 

theoretical calculation and the experimental data. In De Boer’s formalism, all the instrumental 

effects are corrected by the introduction of the irradiated detected sample area S1, however some 

recent developments have shown that a more complex function is required. The method to 

describe this correction function G(θ) as well as the impact of the formalism implementation and 

the choice of the database will be described and compared on four different combined XRR-

GIXRF data analysis software. 

 
Figure 49 :  Experimental setup for combined XRR and GIXRF analysis. 
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3.1.2. Available software 

Data analysis methods specifically for XRR have been developed over the years and 

various performant software already exist. In 2007, Van der Lee [10] even described diverse 

modern XRR data analysis methods and compared them with respect to their performance in a 

variety of situations. We had at our disposal several well-known XRR analysis software such as 

Leptos (developed by Brüker), GenX [11] and Maud (developed by L. Lutterotti [12]). 

 

However, at the moment this thesis is written, a reference analysis software widely 

recognized by the GIXRF community does not exist and several groups are developing their own. 

A round-robin including different software developers has been created to topple this problem. 

This collaboration group was organized together with the Vienna University of Technology 

(Vienna, Austria) developing the software jGixa [13], the engineering department of the 

University of Trento (Trento, Italy) developing a XRF module for the Maud program [12], the 

Fondazione Bruno Kessler (FBK) (Trento, Italy) developing the software GIMPy and the Cea-Leti 

(Grenoble, France) developing the software Medepy. Even if not many of these software have 

been publicly released yet and their development stage varies, all of them are designed to 

perform combined XRR and GIXRF analysis and therefore in-depth characterization and 

elemental quantification of multilayers. 

- Maud (Material Analysis Using diffraction) by L. Lutterotti has originally been developed 

for X-ray diffraction (XRD) and a XRR, GIXRF simulation modules have been added in 

order to perform a combined XRR-GIXRF-XRD analysis. The GIXRF module is intended 

to be a fundamental parameter (FP) analytical method designed to simulate the entire 

fluorescence spectrum at each incidence and outgoing angles. 

- Medepy (Material Elemental DEpth profiling using Python) by B. Detlefs, G. Picot, E. 

Nolot, H. Rotella, B. Caby is also based of the FP approach for the GIXRF quantification. 

However, its goal is to simulate integrated fluorescence intensities. A spectrum 

evaluation (Section 2.1.3) third party software such as AXIL [14] or PyMCA [15] is then 

necessary to deconvolute and extract the intensity of the different fluorescence lines of 

interest. 

- GIMPy (Grazing Incidence Material analysis with Python) by G. Pepponi and F. Brigidi is 

sensibly similar to Medepy. However, one characteristic of GIMPy is being able to 

perform both operations of signal deconvolution and fluorescence simulation fitting 

inside the same environment. 

- jGIXA (Grazing Incidence X-ray Analysis using Java) by D. Ingerle is designed to 

perform elemental quantification via the simulation of integrated fluorescence intensities 
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and the use of standard samples. Similarly to Medepy, a third party software is necessary 

to extract the fluorescence intensities. 

The second stage of the round-robin consisted in testing these data analysis software and 

evaluate their performances. The validation mission has been performed in two distinctive steps. 

Firstly, the XRR and GIXRF calculations have been compared with data obtained from a reference 

software (available for XRR) or using simple and simulated reference samples. Secondly, the 

fitting capabilities of the software have been tested on XRR and GIXRF acquisitions. This second 

approach is more complicated to perform as it requires a high control over all the parameters 

involved and a good knowledge of the sample structure and composition. 

3.2. Software comparison 
 

In a fundamental parameter approach, the first limitation to the reliability of the elemental 

quantification that every program has to face is the not completely trustworthiness of the 

available X-ray databases. Even accepting the errors that might come from the parameters 

contained in the databases, further errors can be introduced from a wrong implementation of the 

calculations or a wrong modelling. Therefore, the following work will point out some of the 

implementation differences between the four analysis software described above and check their 

impact on both the XRR and the GIXRF simulations.  

3.2.1. X-ray database 

Having access to reliable information about the material parameters (photoelectric cross-

section, mass attenuation, fluorescent yield, etc...) is of primary importance for an analytical 

software. The acquisition of these parameters has been the subject of extensive research in the last 

decades and several databases and tabulation on scientific publications are now available, some 

of which are based on experimental measurements and other on theoretical calculations. Even if 

it is safe to say that the information concerning the most common measured fluorescence lines 

(generally the K lines) are nowadays extremely reliable, this is not the case for some of the L and 

most of the M lines. The problem of distinguishing the most reliable data among the high 

quantity of databases available has already been tackled and the answer is not straightforward 

[16]. It is known from the literature [17] that differences exist between the databases. For 

example, in Figure 50 are represented the absorption cross sections μ/ρ of Ag around the L edges. 

One can note that around the fluorescence edge, the various databases do not return the same 

values. 

 



3.2. SOFTWARE COMPARISON 

 ___________________________________________________________________________________________________________________________________________________________________________  

 

77 
 

 
Figure 50 : Magnification of the L-edge range of silver [17]. 

 

In GIMPy, jGixa and Maud a combined database has been created combining the following 

available sources: 

- Standard Atomic Weight (A) : International Union of Pure and Applied Chemistry 

(IUPAC) recommended values [18] 

- Elemental densities (ρ) : Reporting values used in reference [19] 

- Electron binding energies (X-ray absorption edges)  

Edge Jump (extent of discontinuities in the photoelectric absorption cross section at 

absorption edges = Jaλ) 

X-Ray lines (radiative electronic transitions in the X-ray regions) 

Transition probabilities (radiative transition decay relative probability for a certain 

electron vacancy) 

Fluorescence yield (probability of a fluorescence decay, as opposed to Auger, for a 

certain electron vacancy) 

Cöster-Kronig transition probabilities (non-radiative inner L-shell transitions, 

redistribution of vacancies in the L-(sub) shells) 

have all been extracted from the following publications [20, 21] 

- Atomic scattering factors (f1 and f2) in the range from 150 eV to 30000 eV [22] 

- Atomic scattering factors in the range from 30 keV to 300 keV [23] 

- Photoelectric, elastic and inelastic scattering cross sections (μ/ρ) [17] 

Other X-ray databases are available. For example, T. Schoonjans combined several databases 

together, which in this case led to the creation of the very broad and exhaustive xraylib [24] 
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which is used in Medepy. The simulation differences induced by the choice of the database will 

be discussed in Section 3.3. 

3.2.2. Sample definition 

All software are built around De Boer’s formalism [9] based on Parrat’s recursive method 

[25] for the calculation of X-ray reflectivity and fluorescence. This calculation approach requires 

the considered multilayer to be divided into a small number of parallel sublayers each with 

parameters such as the scattering density, the thickness and the interfacial roughness that can 

vary independently. The way a multi-layered sample has to be simulated is represented in 

Figure 3. This particular construction is adapted for combined analysis as it is possible to separate 

the contributions of all parameters and to combine different simulation strategies to the data 

fitting. 

 

 

 

 

 

 

 

 

 

 

 

In all four combined analysis software (GIMPy, jGIXA, Medepy and Maud), the top level 

object (i.e. the “Sample”) is split in a series of “Layers” which in turn consist of a “Material” 

composed of different “Elements”. From this constructed “Sample” object, it is possible to start 

the fluorescence calculation that will return the expected fluorescence recorded for this sample. 

However, the way the sample and the material parameters are described in the software is 

different. 

3.2.2.1. Material parameters described from densities 

In GIMPY and jGIXA, the input for the object “Material” is the mass density of the 

considered material (expressed in g.cm-3) and the input for the object “Element” is its 

stoichiometry in the material. As stated previously, one of the main features of this sample 

construction is the possibility to fit each parameter independently such as mass densities and the 

elemental stoichiometry. Indeed, the mass densities of each layer are then not calculated from the 

 
Figure 51 : Conceptual scheme of the modeling of a multi-layered structure 
in the four used combined analysis software [31]. 
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input stoichiometry and vice versa. This non correlated relationship between the mass density 

and the stoichiometry can lead to some uncertainties on the parameters of the analyzed sample. 

Thus, an alternative method has been developed in Medepy. 

 

In Medepy, the input necessary for the object “Element” is still its stoichiometry in the 

material. However, the input for the object “Material” is the numerical density (ρnum) of the 

considered material (i.e. the number of atom per lattice in Å-3). The mass density (ρmass) can then 

be calculated with the stoichiometry input via 

 JP!! = J�� 
rF � 	1 − 
�rÈ9F  (3.2) 

 

where NA is the number of Avogadro and MA, MB are respectively the molar mass of the element 

A and B of a material AxB1-x 

By supposing a substitutional process, the user has then the possibility to fit the 

stoichiometry of the material with a fixed numerical density (i.e. substitute the layer’s various 

elements) and obtain the correspondent mass density value.  

3.2.2.2. Material parameters described from crystallographic structure 

Maud uses a different approach. Indeed, the input for the object “Material” is the crystal 

structure of the considered material. The complete and accurate crystal structure of various 

materials can be found in crystallographic databases [26]. It lists the symmetry, the space group, 

the cell parameter (in Å) and the number of atoms in the unit cell (Figure 52). From the last two 

parameters and by knowing the atom molar mass, the mass density can be calculated using the 

relation (in the case of a simple cubic lattice) 

 JP!! = ÉFrF + ÉÈrÈ±«	9F  (3.3) 

 

where a is the cell parameter and qA, qB are respectively the number of atoms A and B in the unit 

cell.  

This use of the crystallographic structure allows avoiding uncertainty problems like the 

correlation between the atom quantity and the mass density. Indeed, by supposing a 

substitutional or interstitial process, it is possible to fit the number of atoms in the 

crystallographic lattice with a fixed cell parameter value and thus obtain the corresponding 

calculated mass density. 
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Figure 52 : Maud graphic interface of the material definition (in this case 
NiO). It lists the symmetry, the space group, the cell parameter, the number 
of atoms and their position in the crystallographic lattice. 

 

3.2.3. Instrumental function 

As stated in Subsection 1.4.4, in GIXRF the measured fluorescence intensities are 

instrument dependent. A geometrical factor should be taken into account when comparing 

theoretical calculation with experimental data. In the following sections, the modelling of the 

instrumental function and the definition of the correction function will be explained. The effect of 

selected parameters on the outcome of the simulation will also be highlighted. 

3.2.3.1. Approximated approach 

In 1989, De Boer [27] first investigated the effects of the geometrical factors versus the 

incidence and detection angle and showed that the geometrical factor had a great effect on the 

GIXRF acquisitions.  However, it is only recently that a new instrumental correction formula has 

been established. Indeed, in 2012, Li et al. [28] have presented a geometrical factor correction 

which takes into account both the spatial intensity distribution of the primary X-ray beam (i.e. the 

shape of the beam) and the instrumental geometry (such as the collimator geometry of the 

fluorescence detector, the size of the X-ray source and the imprint beam size on the sample). 

As the detected fluorescence intensity Ix(θ) depends on the geometrical function G(θ), it 

can be expressed by : 

 ��	>� = {�	>�Ê	>� = 	{�	>�	∆Ë4H ���	>�����jP$  (3.4) 

where Fx(θ) is the total emitted fluorescence intensity per atoms of element x, ΔΩ is the detection 

solid angle, I0 is the incident beam intensity which is usually non-uniform along the beam cross-

section, S(θ) is the sample surface area which is illuminated by the incident beam and detected by 

the fluorescence detector. εdet and Tair represent the detector efficiency and the transmission 

efficiency of the X-ray fluorescence through the air path between the sample and the fluorescence 

detector respectively. These two last factors are independent of the incident angle and will be 

considered as constants.  
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 For the rest of this work, we will also define the size of the sample Ls, the size of the 

detected area Ld, the size of the illuminated area Li, the distance between the sample and the 

collimator d1, the pinhole height d2 and finally the diameter of the pinhole holes dp. 

 

In order to determine the illuminated detected sample area S(θ), the 2D and 3D schematic 

representation of a GIXRF experimental setup is shown in Figure 53 and Figure 54. In this 

particular approach, only the incident beam width b0 will be considered. Indeed, we assume that 

W⊥ the incident beam width in the direction perpendicular to the direction of propagation is quite 

broad, so that the beam intensity can be considered homogeneously distributed along this 

direction. The illuminated and detected sample area can therefore be rewritten S(θ) = W⊥ × 

W||(θ). 

 For the following calculations, other hypotheses have to be assumed. The first one is that 

the X-ray fluorescence detector has to be placed at 90° above the sample surface. The second one 

is that only the X-ray source is rotating and the position of the sample is fixed. Finally, we will 

consider that ΔΩ is independent of the incident angle and will be considered as a constant value. 

Finally, it is also assumed that all the exit fluorescence radiation from the pinhole is collected by 

the detector, so the distance between the detector entrance to the collimator exit will not be 

considered. These assumption are limitations mainly because some GIXRF experimental setups 

do not respect these two conditions. Some alternatives will be presented later in this work. 

 

 

  
Figure 53 :  2D schematic of the X-ray incident 
beam and the geometry for the fluorescence X-
ray detection in a GIXRF experiment [28]. 

Figure 54 :  3D schematic of the X-ray incident 
beam and the geometry for the fluorescence X-ray 
detection in a GIXRF experiment. 
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The X-ray beam is striking the sample surface of size Ls at a grazing incident angle θ. If 

the beam has a width b0 near the sample surface, the footprint width Li of the irradiated area on 

the sample surface is: 

 Í$	>� = ª�/ sin > (3.5) 

 From this geometrical arrangement, the width of the detected surface area Ld can be 

calculated (via Thales theorem) as: 

 Í� = 2	 �< � �?2�?��
 (3.6) 

 With the suppositions made for this calculation, one can note that Ld is not angle 

dependent. It can be deduced easily that the detected irradiated width W||(θ) is dependent on the 

incidence angle, beam width (or more generally Li(θ)), the sample size (Ls), and the detected 

surface width (Ld).  

 

 Besides the geometrical setup, the spatial intensity distribution of the incident beam is 

also needed to be considered in order to correct the effect of the geometrical factor. Generally, the 

spatial intensity distribution of the incident beam is described by a Gaussian profile g(θ,t) as a 

function of the beam width. Therefore, the illuminated detected sample area width W||(θ) has to 

be weighted by the beam intensity distribution over the sample surface, which is given by: 

 Î||(>) 	= � �	>, �)ÏÐ�(�)zÐ!/?
�Ð!/? �� (3.7) 

where ΠLd(t) is a rectangular function of the detectable area with a width of Ld. 

 

 Equation (3.4) can then be rewritten with the following formula to express the geometrical 

function G(θ): 

 Ê(>) = ∆Ë4H ������jP$ 	� Î ⊥�� �	>, �)ÏÐ�(�)zÐ!/?
�Ð!/? �� (3.8) 

 

 Figure 55 shows the calculated geometrical correction factor for different widths of the 

detectable area (Ld = 2, 5, 10, 30 mm), where the sample width Ls equals to 30 mm and the 

incident beam of spatial extension b0 = 0.15 mm has Gaussian intensity distribution profile. For 

the rest of the work, we will also suppose that the intensity of the primary beam I0 is equal to 1. In 

order to illustrate the relationship of the factor with the grazing incident angle, the inverse of the 

geometrical factor (i.e. the correction function) 1/G(θ) is presented. It can be seen that the 
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geometrical factor will have greater effects on the measured fluorescence intensity when the 

detectable area width is larger. When the width Ld becomes very small such as 2 mm, the 

geometrical factor increases approximately linearly from 0.94 to 1.0 with the grazing incident 

angle from 0.0° to 1.5° and the effect of the instrumental function on the fluorescence 

measurements is small.  

 
Figure 55 : The inverse of geometrical function (i.e. the correction function) 
calculated for different widths Ld of the detectable area, where Ls = 30mm 
and b0 = 0.15 mm and I0 = 1. The short dotted line is a sin(θ) function for a 
visual guide [28]. 

 

 In order to demonstrate the effect of the beam intensity distribution, the correction 

function 1/G(θ) for a uniform (or square) beam intensity is also given. If the incident beam is 

uniformly distributed, the Gaussian function g(θ,t) is replaced in equation (3.7) by a rectangular 

function defined from -Li/2 to +Li/2. The width W||(θ) is then the smallest value between the 

sample size Ls, the footprint width Li, and the width of the detected area Ld.  

 In the case of a uniform beam, one can note that a boundary divides the geometrical 

factor correction function into two distinct regions. The singular point of the curve occurs at the 

incidence angle for which the footprint width Li(θ) has the same value as the smallest value 

between Ls and Ld. Therefore, in the smaller θ angle range region below the inflexion point, the 

geometrical factor is a constant value, whereas, after the inflexion point, the correction function 

1/G(θ) is a sin(θ) function as the width of the detected irradiated area is only determined by the 

footprint width Li(θ) (smaller than the other parameters), which has a sin(θ) dependence.  

 The representation of the correction functions in Figure 55 have been obtained by 

supposing that the spectrometer is well aligned, the fluorescence detector points at the center of 

the sample, the solid angle of detection is not dependent on the incidence angle and that the 

detector is placed at the vertical of a fixed sample. Even Li’s expression of the geometrical 
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function needs some refinement, its representation of the correction function 1/G(θ) will be used 

as a reference for the following work. 

3.2.3.2. Correction of the detected illuminated area 

The first correction added to Li’s expression of the geometrical function is the effect of the 

position of the X-ray fluorescence detector. Indeed, in some experimental setup or due to 

inadequate alignment, the detection angle ϕd can be different from 90°. A new expression of the 

detected area Ld that takes into account the angle of detection has then been developed. 

 
Figure 56 : Definition of the angles used in this work. The incidence angle θ, 
the detection angle ϕd is the angle between the X-ray detector and the 
horizontal plane and α is the angle between the detector and the sample 
will be used. 

 

 In a first approach, we have considered a GIXRF experimental setup with a fixed sample. 

Therefore, the angle between the sample and the X-ray fluorescence detector can be expressed α = 

ϕd and is not dependent of the incidence angle (Figure 56). The schematic of the geometry of the 

GIXRF experimental setup is represented in Figure 57. It can be seen that the variation of the 

angle of detection has an effect on the size and the position of the detected area Ld. The detected 

area can be divided into two distinct regions: A (i.e. the area seen by the X-ray detector on the 

detector side) and B (i.e. the area seen by the X-ray detector on the source side). With an angle of 

detection ϕd ≠ 90°, the detected area is shifted in relation to the center of the sample (A≠B) and its 

size is different from the expression obtained in equation (3.6).  

The expressions of A and B can be obtained via the application of a Thales theorem 

between the triangles GFE and GCD and therefore we have:  

 Ê{Ê� = {��] (3.9) 
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Using the parameters defined previously, it can be rewritten: 

 
��2 tan| � �?2�< � �?2 = ��2 sin |K  (3.10) 

 

and we obtain: 

 K =	 ��< � �?2   / ��?�� ∗ sin	α� cos|� (3.11) 

 With the same reasoning, one can find that: 

 Ò =	 ��< � �?2   /��?�� ∗ sin	α# cos|� 

 

(3.12) 

On a second approach, we have considered a tilted X-ray fluorescence detector placed in 

spectrometer in which the X-ray source is fixed and the sample is rotating. In this particular case, 

the angle between the sample and the detector depends on the incidence angle and can therefore 

be expressed α(θ) = ϕd – θ (Figure 58). As previously, the detected area can be divided into two 

distinctive regions A and B and their values can be obtained thanks to the use of the Thales 

theorem:	
K	>� = 	��< � �?2   /��?�� ∗ sin	α	θ�� cos α	θ�� 

Ò	>� = 	��< � �?2   /��?�� ∗ sin	α	θ�# cosα	θ�� 

  
Figure 57 : Schematic of the geometry for the 
fluorescence X-ray detection in a GIXRF 
experiment with a X-ray fluorescence detector 
tilted compared to the sample surface. 

Figure 58 : Schematic of the geometry for the 
fluorescence X-ray detection in a GIXRF 
experiment with a X-ray fluorescence detector 
tilted compared to a rotating sample. 

 

 After calculations, the expressions for A and B in the case of a tilted X-ray detector with a 

rotating sample are similar to the ones obtained in (3.11) and (3.12) but are angle-dependent. 
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Therefore, the size and the position of the detected area have to be recalculated for each angle of 

incidence. 

3.2.3.3. The acceptance function 

 The second correction brought to Li’s instrumental function correction is connected to the 

solid angle acceptance function ΔΩ. In his work, it is assumed that the solid angle of detection 

ΔΩ is independent of the incident angle and is considered as a constant. Such limitation can be 

removed and a more accurate solid angle acceptance function can be defined. 

 

 

 
Figure 59 : 2D schematic representation used for 
the calculation of the solid angle of detection ΔΩ. 

Figure 60 : 3D schematic representation used for 
the calculation of the solid angle of detection ΔΩ. 

 

 In Figure 59 and Figure 60 is shown the division in characteristic regions for the 

calculation of the solid angle according to B. Beckhoff et al. [29]. The solid angle calculation has 

been improved by taking into account the variation of the solid angle collected within the area l2 

and by better describing the behavior in the areas l1.  

  

In the region marked as l2, the solid angle is subtended by a circle since the whole area of 

the detector not covered by the collimator is accessible. In the region marked as l1, the solid angle 

is not subtended by a circle any more, but from an ellipse that becomes smaller moving far from 

the center of the detector. Therefore, the solid angle calculation has been modelled following J.T. 

Conway paper [30] in which it is stated that: 

 ÔË = 2H	1 # Õ�	E, B�� (3.13) 

with 

 Õ�	E, B� = 2H L�	B�{	E, B�� � Ö	B��	E, B�� # Ö	B�{	E, B��N (3.14) 
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where Λ�(β,k) is the Heuman’s Lambda function which is given in terms of E the complete 

elliptic integral of the second kind, F the incomplete elliptic integral of the first kind and K the 

complete elliptic integral of the first kind. 

And by considering: 

 
B = \(ℎ? − M?)/([? + ℎ?) 

B′ = \1 − B? 

E = arcsin V [?
[? + M? 

with R the distance between the sample of the exit of the collimator, and h and f the half axes of 

the elliptic solid angle of detection. 

 
Figure 61 : Comparison of the acceptance function in the case where the 
solid angle ΔΩ is considered constant or not. 

 

 The validity of the modeling of the acceptance function has been investigated by Fabio 

Brigidi [31] by comparing the result of the calculation to one obtained with a Monte Carlo (MC) 

simulation. The comparison between Li’s approximated approach (i.e. a constant solid angle) and 

the calculated solid angle acceptance function is shown in Figure 61. 

3.2.3.4. Divergence 

The divergence of the primary X-ray beam has an important effect on both XRR and 

GIXRF measurements and its management in analysis software is not straightforward. Indeed, 

because of the divergence, for each position of the primary source, it is not possible to consider a 

unique angle of incidence. We rather have to define an array of angle from θi + θdiv to θi - θdiv 

(Figure 62). This method multiplies the calculation time by at least the number of angles in the 

array and therefore is not feasible from a software developer point of view.  
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Figure 62 : Schematic of primary X-ray beam divergence. 

Another method to take into account the divergence has to be implemented. The method 

chosen is the one implemented in most of performant XRR analysis software. It consists in 

evaluating the effect of the divergence as a convolution of the XRR or GIXRF simulation with a 

Gaussian curve of sigma (σ) equal to the divergence of the primary beam. The effect of this 

divergence implementation method on the accuracy of the GIXRF results will be discussed in 

Section 3.5.1. With all these corrections taken into account, equation (3.4) can therefore be written 

 

 ��	>� = c{�	>�Ê	>�d ∗ ℎ	>� (3.15) 

where h(θ) is a Gaussian function representing the divergence of the primary X-ray source. 

3.3. Validation on simulated data 
 

The first approach for the software evaluation was to compare the XRR and GIXRF 

calculations with data obtained on simulated reference samples. For each situation, we have 

decided to represent all the reflectivity and fluorescence curves as well as the difference curve Δ.  

For XRR simulations, we have  

 ∆:= log �: # log �Ð��ÛÜ� (3.16) 

where X is the considered XRR analysis software, Ix is  the simulated XRR intensity from software 

X and ILEPTOS is the reflectivity intensity simulated on Leptos (as it is a well-known and 

performant XRR analysis software). 

For GIXRF simulations, we have 

 ∆Ý:= �Ý: # �ÝÞß�à (3.17) 

where GX is the considered GIXRF analysis software, IGX is the simulated fluorescence intensity 

from software X and IGIMPy is the fluorescence intensity simulated by GIMPy. 



3.3. VALIDATION ON SIMULATED DATA 

 ___________________________________________________________________________________________________________________________________________________________________________  

 

89 
 

3.3.1. X-ray database effect 

Firstly, the effects of the X-ray database and the sample definition on XRR and GIXRF 

have been evaluated. A first model sample consisting of a 5 nm Nickel oxide (NiO) deposited on 

a 50 nm Nickel layer on top of a Si substrate has been created (Table 3). To avoid any other 

effects, the roughness of each layers have been put to 0 nm. Moreover, no instrumental 

parameters are being considered (i.e. the primary beam is not divergent, the instrumental 

function G(θ) = 1 for all incidence angles). Moreover, the size of the sample is large enough to 

avoid edge effects as Ls = 20 cm. 

In this work, the mass densities (in g.cm-3) will be used as it is commonly done in the 

GIXRF community. Therefore, in Medepy and Maud, the equivalent values respectively in 

numerical density and cell parameter have been input (see Section 3.2.2 on the sample definition). 

 

 

 

 

Table 3 : Model sample used for the simulation comparison. 

 
Figure 63 : Comparison of the XRR simulation of a NiO 
(5nm) / Ni (50nm) / Si (sub) sample irradiated with a 
Cu-Kα radiation. 

 

The XRR simulation has been performed with a Cu-Kα radiation (8047 eV) (Figure 63). 

Medepy simulation give the largest Δ as large spike differences at 0.94° and 1.36° can be noted 

between Medepy and Leptos. A good agreement among all the other software is observed. These 

spike differences are due to a 0.001° angular shift between the two simulated curves. We 

supposed that this shift was due to differences between the databases used by the various 

software. Indeed, as shown in Section 3.2.1, contrarily to the other analysis software, Medepy 

 
Thickness (nm) Density (g.cm-3) Roughness (nm) 

NiO 5 6 0 

Ni 50 8.9 0 

Si SUB 2.33 0 
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uses the xraylib database on which some parameters (such as the atomic scattering factors f1 and 

f2) are known to differ from the other X-ray database. 

We then operated GIXRF simulations using a Mo-Kα radiation (17479 eV). The excitation 

energy is far from the Si-K edge (1839 eV) or the Ni-K edge (8333 eV). The results of the Si-Kα 

and Ni-Kα fluorescence lines are represented in the Figure 64 and Figure 65. A good agreement is 

found between all the simulations as the largest Δ values, spotted around the critical angle, do 

not exceed 6%.  

Figure 64 : Comparison of the Si-Kα GIXRF 
simulation of a NiO (5nm) / Ni (50nm) / Si (sub) 
sample irradiated with a Mo-Kα radiation. 

Figure 65 : Comparison of the Ni-Kα GIXRF 
simulation of a NiO (5nm) / Ni (50nm) / Si (sub) 
sample irradiated with a Mo-Kα radiation. 

  

Using the same sample, additional simulations have been performed at 8400 eV, close to 

the Ni-K edge (Figure 66). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 66 : Comparison of the Ni-Kα GIXRF 
simulation of a NiO (5nm) / Ni (50nm) / Si (sub) 
sample irradiated with a 8400 eV radiation. 
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A noticeable difference between Medepy and the other three software (approximately 

15% around the critical angle) can be seen. Previously in Section 3.2.1, we noted that, close to 

fluorescence edges, the values of the absorption cross sections (μ/ρ) can vary a lot between 

different databases. As the 8400 eV excitation is only 67 eV above the Ni-K edge, we conclude 

that the difference between the GIXRF simulations is mainly due to the database. It allows us to 

confirm that the large disparities noted in the XRR simulations between Medepy and the other 

software are also due to database differences. 

In conclusion, when working close to the fluorescence edges, the choice of the database is 

crucial and conditions the quality of the simulations and the quantification. However, for 

simulations performed at energies far from any fluorescence edge, these problems disappear as a 

good agreement can be found between all the analysis software. 

3.3.2. Roughness effect 

A new simulation has been carried out using the same stacking and excitation energies as 

previously but introducing surface roughness for the two layers and the substrate (Table 4). 

 

 

 

 

Table 4 : Model sample used for the simulation comparison. 
 

Even if Leptos allows two possible corrections for the roughness (i.e. Debye-Waller or 

Nevot-Croce), GIMPy, Maud, jGIXA and Medepy treat the effect of the roughness following the 

Nevot-Croce implementation described in Section 1.3.5. Therefore, the latter has been selected in 

Leptos.  

 

Medepy still presents large spike differences in XRR simulations. We will not consider 

them as they are database induced differences. Thus, the agreement between the simulations was 

once more very good with less than 3% differences for GIXRF simulations. 

 
Thickness (nm) Density (g.cm-3) Roughness (nm) 

NiO 5 6 1 

Ni 50 8.9 0.5 

Si SUB 2.33 1 
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Figure 67 : Comparison of the XRR simulation of 
Table 4 sample irradiated with a Cu-Kα 
radiation. 

Figure 68 : Comparison of the Ni-Kα GIXRF 
simulation of Table 4 sample irradiated with a 
Mo-Kα radiation. 

 

3.3.3. Effect of the divergence 

Another simulation was focused on the effect of the divergence correction, using the same 

parameters as before (Table 4). All the software implement the divergence in a similar way (i.e. 

via the convolution with a Gaussian function), the only difference being in the unit of measure 

used for the definition of the Gaussian profile used in the convolution.  

In Leptos and jGIXA, the Gaussian function uses the half width at half maximum 

(HWHM) of the distribution whereas in GIMPy, it is expressed as the standard deviation (i.e. σ) 

of the Gaussian with the relation: 

 á = 2√2 ln 2 Â (3.18) 

where H is the full width at half maximum (FWHM). 

In Maud, the Caglioti parameters U,V and W are used and are defined as:  

 á² = â(tan >)? + ã(tan >) + 	Î (3.19) 

with θ the incidence angle of the primary X-ray radiation and H the FWHM. 

In order to harmonize this expression with the other software and not deal with an angle-

dependent divergence, we set U = V = 0 and input W accordingly. Simulations have been carried 

out by considering a HWHM of 0.3 mrad for the Gaussian function. Results (Figure 69 and Figure 

70) again show a good agreement between the simulations. Less than 3% differences between all 

GIXRF simulations can be noted and moreover, due to the reduction of the fringes intensity by 

divergence effect, the XRR errors in Medepy are not predominant anymore and a 6% difference 

can be found between all the analysis software. 
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Figure 69 : Comparison of the XRR simulation of 
a NiO (5nm) / Ni (50nm) / Si (sub) sample with 
roughness irradiated with a divergent 
(HWHM = 0.3 mrad) Cu-Kα radiation. 

Figure 70 : Comparison of the Ni-Kα GIXRF 
simulation of a NiO (5nm) / Ni (50nm) / Si (sub)  
sample with roughness irradiated with a 
divergent (HWHM = 0.3 mrad) Mo-Kα radiation. 

 

3.4. Instrumental correction function 
 

The second approach to evaluate the analysis software was to compare the correction 

function 1/G(θ) and its implementation. To avoid possible correlation problems with the 

differences shown above, we have decided to only consider the correction function without 

simulating any stacking. Moreover, for practical reasons, we will consider samples much larger 

than both the illuminated and the detected area. All other assumptions made for each software 

will also be listed. 

3.4.1. Using Maud program 

By supposing that the X-ray fluorescence detector is placed at 90° above the sample in a 

spectrometer where the sample is fixed, the geometrical function G(θ) in Maud is defined by: 

 Ê	>� = � 1sin > ä
 (3.20) 

where θ is the incidence angle of the primary beam. 

 

We can note that for α = 1, 1/G(θ)=	sin	θ. Thus, it is impossible to dissociate the sin(θ) 

function from the correction function (Figure 71). Compared to the representation of the 

correction function in the Li’s article, the shape of the curve is different with major disparities 

noted in the angular range inferior to the critical angle. Solutions to this limitation will be 

considered and developed.  

 



3. DATA ANALYSIS  

 _______________________________________________________________________________________________________________________________________________________________________________________________________________________  

 

94 
 

 

 

 

 

 

 

 

 

 

 

 

3.4.2. Using jGIXA program 

The correction function implemented in jGIXA is similar to the one described in Li’s 

article. Therefore, all the supposition made in Li’s work (i.e. X-ray detector placed at 90° above 

the surface of a fixed sample) also have to be respected in jGIXA. To test the correction function, 

we have considered a sample length Ls of 20 cm and a 50μm beam width b0 and tested various 

values of detected area Ld. The results are presented on Figure 72. 

By using Li’s publication as reference, the shape of the correction function 1/G(θ) is in 

agreement with our expectations (cf. Figure 55). Indeed, as the detected area increases, the 

geometrical function will have greater effects. When the width Ld becomes small (2 mm), the 

correction function 1/G(θ) increases approximately linearly from 0.90 to 1.0 with the incident 

angle from 0.0° to 1.0° and the effect of the instrumental function on the fluorescence 

measurements is small. However, for a large detected area (30 mm), the correction function 

1/G(θ) is, for a large angle range, equal to the sin(θ) function and the effect of the geometrical 

function on the fluorescence measurements will be important. 

One simulation using a uniform beam has also been performed and the results concur 

with Li’s publication (cf. Figure 55).  

 
Figure 71 : Correction function 1/G(θ) in Maud. 
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Figure 72 : Correction function 1/G(θ) in jGIXA 
calculated for different widths Ld of the 
detectable area, where Ls = 200mm and 
b0 = 50 μm. 

Figure 73 : Correction function 1/G(θ) in the case 
of a rotating sample in jGIXA. 

 

jGIXA has also the possibility to simulate an experimental setup with a rotating sample 

and a detector placed at 90° above the sample surface . The other experimental parameters (i.e. 

the sample size and the beam width) have been kept identical to previous simulations and a 

detected area Ld of 5 mm has been considered. As seen on Figure 73, the correction applied in this 

case can be expressed: 

 1Ê	>� = cos> (3.21) 

 It simulates the increase in the detected area due to the rotation of the sample below the 

X-ray detector by multiplying the instrumental correction function by the inverse of a cosine. In a 

first approach and for small incidence angles (smaller than three times the critical angle θc of the 

considered sample), this approximated correction implemented in jGIXA is valid. However, as 

demonstrated above, considering an experimental setup with a rotating sample induces other 

effects on the size and the position of the detected illuminated area that have to be taken into 

account. 

3.4.3. Using GIMPy and Medepy programs 

 GIMPy and Medepy both take into account the correction of the detected illuminated area 

and the acceptance function correction for the different experimental setup geometries described 

in Section 3.2.3. The way these corrections are implemented in GIMPy and Medepy is strictly 

identical. The following simulation results and conclusions are valid for both software. 
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3.4.3.1. Fixed sample and detector at 90° 

 We only considered the simple case of an X-ray fluorescence detector placed at 90° above 

the surface of a fixed sample. For the following simulations of the correction function, we 

considered a beam width b0 of 50 μm and a sample length Ls of 20 cm (larger than the illuminated 

area or the detected area) and tested the influence of d1, d2 and dp. 

 First, we tested the influence of the distance between the sample and the collimator (d1) 

on the correction function and its effect on the fluorescence profile (Figure 74 and Figure 75). The 

sample used for these simulations is the one described in Table 3. 

 Using Li’s correction function representation as reference, the shape of the correction 

function 1/G(θ) is as expected. Indeed, when the distance between the sample and the collimator 

increases, both the area seen by the X-ray fluorescence detector and the geometrical effects also 

increase. On this first set of simulations, the effect of the beam intensity distribution has not been 

tested.  

Figure 74 : Correction function 1/G(θ) with 
various distance sample-collimator (d1) in 
Medepy and GIMPy. 

Figure 75 : Geometrical function G(θ) multiplied 
by the Ni-Kα fluorescence intensity. 

  

 We then tested the influence of the variation of the pinhole diameter dp on the correction 

function 1/G(θ) and its influence on the Ni-Kα fluorescence profile (Figure 76 and Figure 77). The 

shape of the curves agrees with our expectations as an increase in the pinhole diameters will 

result in an increase in the detected area and thus an increase of the geometrical effects. 
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Figure 76 : Correction function 1/G(θ) with 
various pinhole diameters (dp) in Medepy and 
GIMPy. 

Figure 77 : Geometrical function G(θ) multiplied 
to the Ni-Kα fluorescence intensity. 

 

 Finally, the influence of the pinhole height d2 has been tested (Figure 78 and Figure 79). 

As expressed in the equation (3.6), contrary to the two previous parameters, an increase of the 

size of the pinhole height d2 will result in a decrease of the size of the detected area Ld as well as a 

decrease of the geometrical effects. 

Figure 78 : Correction function 1/G(θ) with 
various pinhole height (d2) in Medepy and 
GIMPy. 

Figure 79 : Geometrical function G(θ) multiplied 
to the Ni-Kα fluorescence intensity. 

 

 In conclusion, the simulation of the instrumental function correction in GIMPy and 

Medepy gives similar results to the ones found in the literature and therefore can be used as a 

valid work base. Quantification problematics and the management of this instrumental correction 

for the fitting of XRR and GIXRF acquisitions will be treated in Section 3.5. 
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3.4.3.2. Tilted detector and rotating sample 

 The influence of the spectrometer geometry as well as the detection angle on the 

instrumental function correction has been evaluated in GIMPy and Medepy. In Section 3.2.3, we 

have already established that, in order to take into account the detection angle as well as the 

rotation of the illuminated sample, the size of the detected area A and B could be expressed: 

 
K	>� = 	 ��< � �?2   / ��?�� ∗ sin	α(θ) + cos |(>)� 

Ò(>) = 	 ��< � �?2   / ��?�� ∗ sin	α(θ) − cos |(>)� 
 

where α is the angle between the detector and the sample, A is the area seen by the X-ray detector 

on the detector side and B is the area seen by the X-ray detector on the source side. 

Figure 80 : Variation of the size of A (area seen by 
the X-ray detector on the detector side) with the 
incidence angle. 

Figure 81 : Variation of the size of B (area seen by 
the X-ray detector on the source side) with the 
incidence angle. 

 

 The evolution of A(θ) and B(θ) are given in Figure 80 and Figure 81 by arbitrary 

supposing d1 = 0.2 cm, d2 = 0.25 cm and dp = 0.5 cm and a sample length Ls = 20 cm. With the 

modification of the detection angle away from its 90° position, a decrease of the size of A can be 

noted. On the contrary, an important increase of the length of B is visible and a plateau starting at 

a specific angle of detection is observed. It represents the fact that below that critical angle of 

detection, the detected area on the source side by the X-ray fluorescence detector becomes larger 

than the size of the sample. Therefore, in our simulation, the plateau value of B is at 10 cm (i.e. the 

half of the sample size). 

 Let’s consider the case of GIXRF setup with an X-ray detector placed at the vertical above 

the surface of a rotating sample. Generally for GIXRF experiments, the incidence angle does not 

go over 10° and therefore the angle between the detector and the sample α (= ϕd - θ) varies from 

90° to 80°. However, if due to misalignments or the geometry of the experimental setup, the 
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detection angle is different from 90°, large differences in the detected area calculation can be 

found. It will lead to large differences in the correction function (Figure 82). 

 In the case of a rotating sample, due to rapid variations of the sizes of A and B with the 

incidence angle, a misalignment of 5° or 10° of the fluorescence detector lead to important 

differences in the geometrical function. Therefore, for quantitative GIXRF analysis, the position of 

the detector must be accurately known and controlled during the entire experiment. 

 
Figure 82 : Comparison of the correction function for different detection 
angles in the case of an experimental setup with a rotating sample. 

 

 Therefore, in order to perform precise GIXRF measurements and limit the effect of the 

geometric effects, the acquisition should be carried out in specific conditions. The X-ray detector 

should always be placed at the vertical above the sample surface to avoid the divergence of the 

size of the detected area B and avoid the limitations due to the sample size that follows. 

Moreover, to reduce the impact of the geometrical function on the fluorescent intensities and 

obtain a better resolution on the fluorescent fringes (Figure 83 and Figure 84), the operator should 

place the collimator close to the sample surface (optimally between 5 and 10 mm). 

Figure 83 : Correction function 1/G(θ) with various 
distance sample-collimator (d1) in Medepy and 
GIMPy. 

Figure 84 : Geometric function G(θ) applied to 
the Ni-Kα fluorescence intensity. 
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3.5.  Validation on experimental data 

3.5.1. Full parameter approach 

As stated previously, GIMPy and Medepy are both based of the FP approach for the 

GIXRF quantification. The FP approach requires the user to know all the material and 

instrumental parameters that may affect the fluorescence signal intensities. 

 

The most straightforward parameters to determine are the size b0 of the beam, the beam 

intensity I0, the detection angle ϕd, the distance between the sample and the collimator d1, the 

pinhole height d2 and the diameter of the collimator pinholes dp as defined before.  

However, other instrumental parameters have to be known in order to perform a FP 

quantitative analysis such as the detector sensitivities. Indeed, as stated previously, the most 

commonly used detectors for ED-XRF measurements are solid state semiconductor detectors. The 

energy released in the detector material during the radiation interaction is converted into a 

certain amount of charge which is then collected at an output electrode of the device. The amount 

of electrons collected is proportional to the energy of the impinging photon. The efficiency of the 

detection is defined as the fraction of the total number of photons emitted by the source that is 

completely absorbed. The intrinsic efficiency, defined as the number of photon absorbed in the 

active volume of the detector sensor, is given by the absorption coefficient of the active crystal 

material and its thickness. However, this intrinsic efficiency is not equal to the total efficiency of 

the detection, since this latter is limited by several factors. The first modifications to the total 

efficiency come from the absorption of the impinging X-rays from those components that doesn't 

generate any signal. These are the detector frontal window and the dead layer. The dead layer of 

the detector is a silicon layer found in the frontal part of the active crystal where the electric 

charge, if generated, cannot be collected and hence produces no signal. The detector window is a 

thin cap placed in front of the detector to maintain the vacuum and trap the electrons. The 

materials typically used are polymers or Beryllium. Both of these two elements are very 

absorbing in the low energies region, so the dead layer and the window have to be taken into 

account. 

Moreover, the shape of the fluorescence peak has to be precisely determined in order to 

obtain the fluorescent intensities. The final shape of a fluorescent peak is given by intrinsic 

effects, directly connected to the relaxation process of the atoms which generated the photons, 

and extrinsic effects, coming from the recording phase inside the detector. Moreover, the final 

peak shape is significantly influenced by the effect of the detector and the optic paths. The energy 

resolution of the detector, (i.e. its capability to distinguish photons closely separated in energy) 
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further modifies the final shape of the peak. The resolution of the detector is limited by different 

sources of statistical fluctuation such as the statistical noise, the electronic noise and the 

incomplete charge collection. Therefore, the evaluation of the detector response has to be 

performed.  

Furthermore, as demonstrated previously, the beam intensity distribution has an 

important effect on the instrumental function correction. In all software, it is assumed that the 

incident X-ray beam has a Gaussian intensity distribution. By experience, it is known that 

different optics (such as slits) on the experimental setup may alter the Gaussian profile. Such a 

modification of the beam intensity distribution cannot be tested on the GIXRF analysis software 

at the present time. 

Finally, the management of the divergence may not be accurate enough. Even if it has 

shown its efficiency for XRR simulations, some interrogations concerning GIXRF simulations 

persist. Indeed, different angles of incidence mean different penetration depths as well as 

different amplification effects due to the X-ray standing wave (XSW) field. The effect of these 

multiple amplifications on the GIXRF simulations cannot be evaluated. 

In conclusion, the fundamental parameter approach for the GIXRF quantification is not 

straightforward as it requires the knowledge of many parameters values and their effects on the 

GIXRF simulations. It is therefore not applicable in the case of an unknown or not controlled 

experimental setup (generally laboratory or production equipment). In order to fit XRR and 

GIXRF data acquired on experimental setups on which d1, d2 or dp cannot be determined, a 

different approach must be defined. 

 

As seen on Figure 85, tests have shown that different { d1, d2, dp } triplets give the same 

geometrical function G(θ) and therefore the same fluorescence intensities. One can also note that 

the variation of the pinhole height d2 has a limited effect on the simulated fluorescence intensities. 

As the distance between the sample and the collimator d1 can be measured on the majority of 

experimental setups, the only parameter left to define is the pinhole diameter dp. Therefore, in a 

simplified approach, in order to model the correction function 1/G(θ), GIMPy and Medepy users 

could fix the values of d1 and d2 and fit the parameter dp. This simplified approach is similar to 

one applied in jGIXA where Ld the detected surface is the unique experimental parameter 

required for fitting GIXRF measurements.  
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Figure 85 : Comparison of the Ni-Kα fluorescence intensity corrected by 
various geometric functions G(θ). 

 

 In the following work, most of XRR and GIXRF acquisitions have been performed on 

setups where access to all experimental parameters was not possible. Therefore, the use of the FP 

method for quantification was impossible. Thus, this simplified method has been chosen. With 

this approach, in order to quantify the elements present in the studied sample, the use of 

standard sample is necessary. The steps and methodology required to perform this quantification 

will be described in Chapter Four. 

3.5.2. Combined XRR and GIXRF modeling 

 The combined modeling of reflectivity and fluorescence measurements has been carried 

out using jGIXA on a Ni (50 nm) / Si (sub) sample. For the optimization procedure, arbitrary 

sample and experimental setup parameters have been defined as starting values (see Table 5). 

Due to existing local minima, a global optimization algorithm has been used to find the global 

minimum. The fitting of the measured data has been optimized with a differential evolution (DE) 

algorithm included in the software [32]. More details on the algorithms used and the fitting 

process will be described in Chapter Four. 

 

 

 

 

 

Table 5 : Starting sample model used for the simulation comparison. 
 

 The sample has been measured at the Atominstitut (Vienna, Austria). Both XRR and 

GIXRF measurements have been carried out on a self-developed system with a Mo anode tube 

Ld = 5 Thickness (nm) Density (g.cm-3) Roughness (nm) 

NiO 5 6 1 

Ni 50 8.9 1 

Si SUB 2.33 1 
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and a multilayer monochromator selecting the Mo-Kα line (17479 eV). Both elements are 

mounted in a vacuum chamber with a rotating sample [33]. An Amptek Silicon Drift Detector 

(SDD) was used to measure the reflected beam and the fluorescence signal was measured with a 

Vortex SDD placed at ϕd = 90° above the sample.  

 

 Both XRR and GIXRF data (open circles) and jGIXA simulations (solid lines) for the as-

deposited samples are shown in Figure 38 and Figure 39 respectively. The agreement between the 

experimental and simulated points is very good as seen on the values of the difference curves Δ. 

 

Figure 86 : XRR measurements at 17479 eV 
(open circles) and fits (solid lines) of the Ni / Si 
sample by jGIXA. 

 Figure 87 : Ni-Kα GIXRF measurements at 
17479 eV (open circles) and fits (solid lines) of 
the Ni / Si sample by jGIXA. 

 

 A model (Table 6) has been determined by combining the XRR and GIXRF measurements. 

The incorporation of a top nickel oxide (NiO) layer with a low density is necessary in order to 

reproduce all the fine details of the reflectivity curves and improve the refinement agreement. A 

more complex sample model could be tested in order to improve the quality of the fit at incidence 

angle larger than 0.6°. However, in a first approach, we have shown that this simplified approach 

that requires only a unique parameter to describe the geometrical function gives satisfactory 

results. 

 

 

 

 

 

Table 6 : Refined sample model.  

Ld = 3 Thickness (nm) Density (g.cm-3) Roughness (nm) 

NiO 1.8 6.45 1.1 

Ni 51 8.90 0.9 

Si SUB 2.33 0.3 
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 At the moment this thesis is written, a similar approach is being developed and tested in 

Medepy and the results are encouraging. Its development could bring a more complete and 

accurate simulation of the instrumental function correction and therefore a good alternative to 

jGIXA.  

 We have shown that the simplified approach does not require a large knowledge of the 

GIXRF experimental setup and can give satisfactory results. Therefore, it has been used to model 

XRR and GIXRF data as well as to perform the elemental quantification of samples of interest for 

the microelectronics or the photovoltaic. Combined XRR and GIXRF analyses of doped samples 

as well as various multilayered structures will be carried out in Chapter Four. 
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4. GIXRF applications 

4.1. Depth profiling characterization of implanted 

samples 
 

In the following study, grazing incidence X-ray fluorescence (GIXRF) will be applied to the 

characterization of arsenic (As) doping profiles in silicon (Si). Two different strategies for the 

characterization of the As profiles have been used: the first one consisting in quantifying the total 

dose of dopants implanted and a second one aiming to obtain the complete in-depth profiling of 

Ultra-Shallow Junctions (USJ). For both strategies, preliminary Secondary Ion Mass Spectrometry 

(SIMS) measurements were used as an input. After a brief introduction about the interest around 

the analyzed samples, the data treatment procedure and the result of the investigation will be 

presented. 

4.1.1. Case study 

4.1.1.1. MOS technology 

 Continuous developments in the microelectronics field require the integration on a single 

chip of a large number of miniaturized components such as Metal-Oxide-Semiconductor Field 

Effect Transistors (MOSFET). Basic logic gates are produced using combinations of n-channel 

MOSFET (NMOS) (Figure 88) and p-channel MOSFET (PMOS). NMOS is a multilayered 

structure based on three main terminals (i.e. source, drain and gate). Source and drain are two 

highly n-doped regions (i.e. in these regions, electrons are the major carriers) separated by the 

channel which is a p-doped silicon substrate (i.e. holes are the major carriers). A metallic or 

polysilicon gate terminal is located over the channel, separated by an insulating layer (generally 

SiO2 or materials with higher dielectric constant). The point where the doping concentration in 

the source or the drain equals the doping concentration in the channel is defined as the junction 

depth (Xj).  

 Billions of MOSFET can be integrated on a single integrated circuit, and according to 

Moore’s law, the driving force for performance improvements is the continuous miniaturization 

of MOSFET devices. By integrating more and more transistors in a smaller area, not only the 

speed of the component will increase but also the energy consumption will decrease [1]. One of 

the first steps for the miniaturization of MOSFET devices is the reduction of the length of the 
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junction depth. Therefore, ion implantation technologies with the ability to perform ultra-shallow 

implantation of a high dose of n-dopants have been developed.  

 
Figure 88 : Schematic representation of a n-channel MOSFET (NMOS). 

 

4.1.1.2. Semiconductor doping 

 For the past 35 years, ion beam (or beamline) implantation has been a dominant method 

of semiconductor doping offering unsurpassed advantages such as reproducibility, extremely 

accurate depth distribution and fluence (i.e. the time-integrated flux of particle stream impinging 

the wafer surface) control [2]. In beamline implantation, an ion source is used to create an ion 

beam of the element to be implanted. The ion beam is then accelerated through a potential (from 

10 to 100 kV) and transported to the wafer surface (Figure 89). Since the beam spot is usually 

smaller than the wafer size, mechanical and electrostatic scanning are necessary to achieve dose 

uniformity. As ultra-shallow junctions (USJ) require a high dose of dopants implemented within 

a few nanometers, this limitation can lead to prohibitive costs. 

 
 

Figure 89 : Schematic representation of the ion 
beam (or beamline) implantation technique with 
mass separator. 

Figure 90 : Schematic representation of the 
plasma immersion ion implantation (PIII) 
technique [3]. 
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 Plasma Immersion Ion Implantation (PIII) was initially developed by Conrad and 

Castagna [4] to overcome the beamline implantation limitations. As shown in Figure 90, the 

sample is entirely immersed in the plasma and then biased to a negative voltage (generally few 

kV). Due to the negative voltage, the electrons are repelled from the substrate and a plasma 

sheath [5] depleted from electrons is formed. The negatively biased substrate will therefore 

accelerate the doping ions towards it (Figure 91). As the sheath completely surrounds the sample, 

all surfaces are implanted at the same time and production time and cost are reduced.  

Since dopant atoms can contribute to the electrical conductivity only when they are in 

substitutional positions and lattice defects are minimal, an annealing process is required to 

remove the crystal damage and activate dopant atoms. 

 

 
Figure 91 : Evolution of the plasma sheath with time when a negative voltage pulse V(t) is 
applied to the substrate [3]. 
 

 In the following work, arsenic (As) has been chosen as the n-type dopant. As the arsenic 

has an atomic radius similar to the one of silicon, it possesses a high solid solubility and high 

concentrations can be implanted. Moreover, its diffusivity is about a tenth of phosphorous so it 

has a lower diffusion during thermal annealing processes. Finally, its higher mass leads to lower 

penetration depth. Therefore, As is an adapted element for the realization of USJ where 

well-controlled abrupt boundaries are required. 

4.1.2. First experiments and analysis 

 USJ pose a significant challenge to traditionally used depth-profiling characterization 

technique such as SIMS. Indeed, these new microelectronics systems have exposed some SIMS 

limitations because transient [6] and matrix effects [7], uncertainties in the measurements of 

elemental concentration in the first nanometers can appear. 

 These problems highlighted the need for complementary depth-profiling analysis 

techniques. GIXRF appeared as a promising candidate [8, 9] as it is not affected by transient nor 

matrix effects (cf. Section 2.2.2). Moreover, the high sensitivity of GIXRF in the first nanometer is 

particularly adapted for the study of USJ.  
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 Via a first measurement campaign, combined XRR and GIXRF have been done to quantify 

the total dose of As implanted in Si and to obtain the in-depth doping profile. The samples 

measured were already characterized by SIMS and the quantification of the total dose was made. 

The interest was to test GIXRF when it is used as a complementary technique with SIMS. 

4.1.2.1. Sample preparation 

 The batch of samples studied by combined XRR-GIXRF analysis consists in four 300 mm 

Si(001) substrate implanted with As ions with a 9 kV pulse voltage. Two different sample holder 

temperature conditions for the implantation (25°C and 500°C) have been tested. All the samples 

were implanted with the same nominal fluence of 1 × 1015 at/cm².  

 In order to simulate the activation of dopant atoms, a thermal budget has been applied to 

some samples. The annealing consists in a pre-stabilization of the furnace at 650°C for 10 s 

followed by a spike with a fast ramp-up rate (generally larger than 250°C/s). The temperature 

spike height was 1050°C. As soon as the peak temperature is reached, the annealing is stopped 

and the wafer cools down at approximately 80°C/s. 

 

Sample code Nominal fluence (at/cm²) Sample holder T (°C) Annealing 

1 1 × 1015 25°C None 
2 1 × 1015 25°C 1050°C spike annealing 
3 1 × 1015 500°C None 
4 1 × 1015 500°C 1050°C spike annealing 

 Table 7 : Description of analyzed samples.  
 

4.1.2.2. Secondary Ion Mass Spectroscopy (SIMS) 

4.1.2.2.1. SIMS process 

 SIMS is a well-known technique used to analyze the composition and provide the mass 

spectrum of solid surfaces and thin films [10, 11]. It consists in bombarding a beam of primary 

ions (i.e. charged heavy particles with energies in the 1-25 keV range) on the surface of a solid. 

The primary ions collide with the sample atoms, gradually losing their energy and generally 

stopping a few tenth of nanometers below the surface. Due to the energy released in the collision, 

particles at and near the surface receive sufficient kinetic energy to be ejected. These secondary 

particles can be electrons, atoms, molecules, ion, clusters, etc (Figure 92). For most materials, the 

vast majority of emitted particles are neutral, but approximately 1% is ejected in the form of 

charged particles (positive or negative). These are known as secondary ions and can be detected 

and analyzed by mass spectroscopy. 

 A basic SIMS experimental setup therefore requires a primary ion beam source (generally 

O2+, O-, Cs+, Ar+, Ga+) to supply the bombarding species. As a secondary mass spectrum is 
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obtained by collecting the secondary ions and subjecting them to mass filtration prior to 

detection, a method to collect the secondary ions, a mass analyzer (eg. quadrupole, magnetic 

sector, double focusing magnetic sector or time of flight) to isolate the ions of interest and a ion 

detection system (eg. photographic plate, Faraday cup, electron multiplier or a CCD camera and 

image plate) are required (Figure 93). 

Figure 92 : The sputtering process, as a result of 
the collision cascade of the impacting primary 
ions, causes, neutral, positive and negative 
particles to be released from the surface [12]. 

Figure 93 : Schematic of a secondary ion mass 
spectrometer with mass selected primary ion 
beam [13]. 

  

 The secondary ions current Is(m) for selected ions of mass m is given by the following 

basic SIMS equation [14]: 

 ��	³� = 	 ��å|�	³�j (4.1) 

where Ip is the primary ion flux, Ym is the sputter yield, α is the ionization probability, C(m) is the 

concentration of the detected species in the sputtered volume and T is the overall transmission of 

the energy and mass filters (i.e. the fraction of the sputtered ions of a given mass which are 

actually detected). 

 

 The two fundamental parameters are Ym and α with Ym the total number of sputtered 

particles per incident primary ion impact. It depends on the primary beam parameters as it 

increases with flux, the primary ions mass and the energy of the beam. Its value is generally 

between 1 and 10 sputtered particles per ion impact.  α is defined as the fraction of secondary 

particles ejected with a charge (positive or negative). It can range from 0.01 to 10-5 and depends 

on the electronic structure of the species and on their chemical state before ejection.  

 The dependency of α with the experimental conditions and the chemical state of the 

sample is complex. Indeed, the secondary ion yield of positive (or negative) ions not only 

depends on the ionization potential (or the electron affinity) but also on various enhancement 
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effects such as the presence of electronegative elements (e.g., oxygen) at the surface (Figures 

94-95). These matrix effects give rise to extremely complicate quantitative SIMS analyses. 

Figure 94 : Logarithm of relative positive ion yields 
plotted as a function of ionization potential. The 
ion yields are relative to silicon in a silicon matrix 
with oxygen sputtering [14].  

Figure 95 : Logarithm of relative negative ion 
yields plotted as a function of electron affinities. 
The ion yields are relative to silicon in a silicon 
matrix with oxygen sputtering [14]. 

  

 Moreover, information about the depth position of the ejected atoms can be lost due to 

the experimental conditions. Indeed, the ion bombardment causes considerable modifications in 

the near surface region of the sample (i.e. displacements of atoms deeper into the sample, 

degradation of the surface composition, etc). These effects are important if a highly energetic 

primary ion beam and a fast sputtering rate are used. 

 Therefore, quantitative measurements are not straightforward as no simple relationship 

between the atom concentration and the SIMS peak intensity can be made. Therefore, 

quantitative analysis by SIMS uses relative sensitivity factors (RSF) defined by: 

 ���� =	[�{� ����	 
 

where IE is the secondary ion intensity for the element E, IR is the secondary ion intensity for the 

reference element R, CE is the concentration of element E, CR is the concentration of element R and 

RSFE is the relative sensitivity factor for element E. Various tables of RSF values can be found in 

the literature [15]. 

 This allows composition to be determined if a suitable standard calibration material is 

available. Such measurements are now routine for dopant elements and are critical to the 

microelectronics industry. 



4.1. DEPTH PROFILING CHARACTERIZATION OF IMPLANTED SAMPLES 

 ___________________________________________________________________________________________________________________________________________________________________________  

 

113 
 

4.1.2.3. First SIMS measurements  

 SIMS depth profiling have been performed on the four doped samples using a primary 

Cs+ ions beam with an impact energy of 1.0 keV and an intensity of 51 nA. The sputtering rate of 

the SIMS experiment was 0.3 nm/s. In order to overcome the depth position uncertainties, the 

depth scale has been calibrated with a reference analyzed at the start of the run. Moreover, the 

concentration scale has been calibrated in reference to Si using RSF data acquired from As 

beamline implanted sample using an energy of 160 keV with a nominal fluence of 8 × 1015 at/cm². 

 Figure 96 and Figure 97 show the As profiles measured on samples implanted at 25°C 

and 500°C respectively. Table 8 shows the calculated fluence for the different samples compared 

to the nominal fluence. Even if all the samples have the same nominal fluence of 1 × 1015 at/cm², 

the measured As fluences on samples implanted at 25°C are larger than the ones measured on 

samples implanted at 500°C. Moreover, one can note that the spike annealing tends to better 

homogenize As species throughout the thickness of the implanted sample. 

  
Figure 96 : SIMS results for samples implanted at 
room temperature (25°C). 

Figure 97 : SIMS results for samples implanted at 
(500°C). 

 

Sample Nominal fluence (at/cm²) SIMS determined fluence (at/cm²) 

1 1.0 × 1015 3.7 × 1015 
2 1.0 × 1015 2.2 × 1015 
3 1.0 × 1015 1.9 × 1015 
4 1.0 × 1015 1.3 × 1015 

Table 8 : Comparison between the nominal fluence and the SIMS determined 
fluence. 

  

We obtained large differences (around four times more) between the nominal fluence and the 

calculated fluence by SIMS. As plasma ion immersion implantation (PIII) processes are still not as 

reliable as standard beamline implantation, we were not able to fully explain those differences. 

Indeed, the hypothesis that the fluence was not reproducible in a PIII experiment could not be 
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ruled out. Therefore, GIXRF measurements on the same samples have been performed in order to 

check the validity of these SIMS measurements. 

4.1.2.4. Grazing Incidence X-ray Fluorescence (GIXRF) 

 The GIXRF measurement campaign was performed at the Atominstitut (in Vienna, 

Austria) on a homemade system with a 3 kW Mo anode tube and a multilayer monochromator 

(Atomika 8010W) to select the Mo-Kα line (17.48 keV). The sample is placed on a rotating sample 

holder in a vacuum chamber [16]. A tantalum (Ta) 50 μm slit is placed after the multilayer and 

the fluorescence emitted is detected by a Vortex SDD with a 50 mm² active area placed at an 

angle of detection ϕd = 90° (Figure 98 and Figure 99). Fluorescence spectra were acquired from θ = 

0 to 0.7° with an angular step of 0.003° for a total count time of approximately 7 hours. 

 

 

Figure 98 : Schematic representation of the 
homemade GIXRF experimental setup [16]. 

Figure 99 : Detailed view of the GIXRF module 
of the homemade experimental setup [16]. 

 

 As shown in Figure 100, this excitation energy is optimal as all the K fluorescence lines of 

interest (i.e. Si-Kα, As-Kα) are not overlapping. Moreover, as the signal to noise ratio was high, 

the extraction of the fluorescence intensities has been carried out by directly integrating the 

fluorescence counts in a region of interest (ROI).  
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Figure 100 : Fluorescence intensity extraction from a measurement at θ = 0.7° with a Mo-tube.  

 

This first GIXRF measurement campaign aims at quantifying the total dose of implanted 

dopants. As explained in Section 3.5.1, in measurements performed on a setup where all the 

parameters are not known the use of the Fundamental Parameters (FP) method for the elemental 

quantification is not adapted. A new approach has to be considered. 

The new quantification method we adopted is straightforward and is based on standard 

ED-XRF/WD-XRF experiments. Indeed, as we are working with thin layers, we assumed that at 

angles of incidence at least three times larger than the critical angle of refraction, the primary X-

ray radiation would penetrate and excite completely the sample. In this case, the total number of 

fluorescence counts of the element would give us information about the total dose of that 

particular element in the sample. This method has already been tested on simple samples. GIXRF 

have been performed on multiple samples with various Ti thickness (from 2 to 20 nm) deposited 

on Si substrate with a standard Cu-tube (Figure 101). A linear relationship between the Ti-Kα 

fluorescence counts at angles larger than the critical angle and the Ti thickness has been 

confirmed (Figure 102). 

Therefore, to quantify the total dose of As dopants implanted, we decided to perform a 

preliminary GIXRF measurement of a reference sample: a As beamline implant with a nominal 

fluence of 0.8 × 1015 already characterized by multiple techniques such as SIMS and RBS.  
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Figure 101 : Ti-Kα GIXRF signals of samples with 
various Ti thickness irradiated with a Cu-Kα 
radiation.  

Figure 102 : Linear relation between the expected 
thickness of Titanium deposited and the total 
fluorescence counts at angles larger than the 
critical angle of refraction (in this case 1°). 

 

The comparison of the As-Kα fluorescence counts (Figure 103) at 0.7° (i.e. larger than the 

critical angle θc = 0.12°) allowed us to determine via GIXRF new values of fluence reported in 

Table 9. One can note that the Si-Kα fluorescence counts at high incidence angles are identical for 

all four samples (Figure 104). Therefore, this confirms that the causes of the differences in the 

As-Kα fluorescence intensities are not instrumental effects (i.e. modification of the intensity of the 

incident beam, difference in the optics paths, etc) but rather variations of the total dose 

implanted. 

Figure 103 : As-Kα GIXRF signals of the implanted 
samples irradiated with a Mo-Kα radiation. The 
reference sample is a As beamline implant with a 
nominal fluence of 0.8 × 1015. 

Figure 104 : Si-Kα GIXRF signals of the 
implanted samples irradiated with a Mo-Kα 
radiation. 
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Sample Nominal fluence (at/cm²) SIMS determined fluence (at/cm²) GIXRF determined fluence (at/cm²) 

1 1.0 × 1015 3.7 × 1015 2.1 × 1015 
2 1.0 × 1015 2.2 × 1015 1.3 × 1015 
3 1.0 × 1015 1.9 × 1015 1.2 × 1015 
4 1.0 × 1015 1.3 × 1015 1.0 × 1015 

Table 9 : Comparison between nominal, SIMS determined and GIXRF determined fluence. 
 

 Even if they follow the same trend (fluences of the annealed samples are smaller than 

fluences of the as-deposited samples), the fluence determined by GIXRF are noticeably different 

and smaller (two times smaller) than the ones determined previously by SIMS. These differences 

have been explained by performing Transmission Electron Microscopy (TEM) on the implanted 

samples (Figure 105 and Figure 106). These measurements allowed us to detect the presence of a 

13 nm amorphous layer on the samples implanted at room temperature. At 500°C, this 

amorphous layer disappears after crystallization. Amorphisation upon implantation is a well-

known phenomenon due to energy deposition along the incident ion paths. To complete 

amorphisation, strong microstructural changes are involved such as atomic displacements, 

vacancy creations, grain boundary density increase, porosity, etc. Such microstructure are 

strongly metastable and rapid annealing eases the recovering of a more stable state with less 

detects (i.e. larger crystallinity). In this case, one can notice that a rapid temperature spike seems 

quite enough to recover the polycrystalline structure and helps both GIXRF and SIMS to tend to 

the nominal implanted dose. However, we can conclude that a full annealing at 500°C helps 

much in the determination of the value of the fluence. Also, GIXRF appears generally less 

sensitive to microstructural changes compared to SIMS.  

  
Figure 105 : TEM analysis of samples implanted at 
room temperature (25°C). The presence of a 13 nm 
amorphous layer can be noted. 

Figure 106 : TEM analysis of samples implanted 
at 500°C.  
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 Therefore, we concluded that the large disparities between the fluence determined by 

SIMS and the nominal fluence were due to the creation of a thin amorphous layer. The SIMS 

experimental conditions may have not been completely adapted for the study of Ultra-Thin 

Junctions (USJ) and uncertainties about the depth position and the total dose implanted have 

risen. Moreover, we also determined that GIXRF was an alternative technique for the 

determination of the fluence of such samples. Additional SIMS experiments with adapted 

measurements conditions for USJ were necessary to perform the complete characterization of the 

samples. 

4.1.3. Second experiments and analysis 

4.1.3.1. SIMS  

New SIMS measurements have thus been performed with more adapted experimental 

conditions in order to overcome the depth position and total dose uncertainties. 

SIMS profiles were acquired using a Cs+ primary ion beam at 0.34 keV impact energy 

(compared to 1 keV for the previous measurements). Primary beam intensity and rastered area 

were set in order to have adequate sputtering rate, point density and secondary ions intensity. 

Therefore, the sputtering rate was also considerably lowered to 0.027 nm/s (compared to 

0.3 nm/s) allowing us o obtain a depth resolution of 0.18 nm.  Negative secondary ions were 

collected from a circular area of 33 μm diameter centered in the 300x300 μm² rastered area. 18O-, 
30Si- and 75As- were the monitored ion species. Mass resolution was set to prevent mass 

interferences between 75As- and several combinations of Si-O ions. Quantification was carried out 

as described in Demenev et al. work [17]. Quantification problematics have been solved by the 

introduction of RSF obtained after characterized shallow implants of As in either Si or SiO2. 

 

Figure 107 and Figure 108 show the As profiles measured on samples implanted at 25°C 

and 500°C respectively. Table 10 shows the calculated fluence for the different samples compared 

to the nominal fluence. Similarly as what has been observed previously, the measured As fluence 

on samples implanted at 25°C are larger than the ones measured on samples implanted at 500°C. 

However, these new determined fluences are closer to the nominal values. Moreover, The 

annealing induced diffusion can also be noted. Indeed, there is a strong modification of the 

concentration depth profiles when the samples are subjected to a temperature spike as this latter 

strongly favors homogenization. 
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Figure 107 : SIMS-As concentration depth profiles 
for samples implanted at room temperature 
(25°C) performed at FBK.  

Figure 108 : SIMS-As concentration depth profiles 
for samples implanted at 500°C performed at 
FBK. 

 

 

Sample Nominal fluence (at/cm²) SIMS determined fluence (at:cm²) 

1 1.0 × 1015 1.7 × 1015 
2 1.0 × 1015 1.1 × 1015 
3 1.0 × 1015 1.0 × 1015 
4 1.0 × 1015 0.73 × 1015 

Table 10 : Comparison between nominal and SIMS determined fluence. 
 

 Performed with adapted experimental conditions, SIMS is a powerful technique for the 

in-depth characterization of implanted samples and precise information about the profile of 

dopants and the total dose implanted can thus be obtained. Combined X-ray reflectivity (XRR) 

and grazing incidence X-ray fluorescence (GIXRF) measurements on the four same samples have 

thus been performed. The results will be compared to the SIMS measurements in order to 

determine if combining XRR and GIXRF information can be considered as a promising depth-

profiling characterization technique. 

4.1.3.2. XRR and GIXRF analysis 

 Along with the fluorescence measurements, the specular reflectivity signals have been 

recorded. An Amptek SDD was used to measure the reflected beam and was mounted in the 

experimental setup described in Section 4.1.2. The combined reflectivity and fluorescence spectra 

have been acquired from θ = 0 to 1.0° with a step of 0.03° for a total count time of approximately 

7h. 

 The As profile has been modeled following a specific methodology. This approach uses 

no a priori knowledge of the implanted sample but nevertheless requires the measurement of a 

standard sample. First, the measurement and the fitting of this reference sample will allow us to 
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obtain the information of the total dose of implanted dopants. The software will record the ratio k 

of total fluorescence counts versus the nominal dopants dose (k = Cr/Ir with ci the concentration of 

element of reference R and Ir the fluorescence intensity at large angle of incidence for the 

reference element). This calibration k will thus be used to accurately quantify the other samples 

via 

�$ =	� �$� = B	�$ 
with Ci the concentration of element of interest i and Ii the fluorescence count of the element i at 

large angle of incidence (three times larger than the critical angle). 

 This preliminary measurement using a reference sample is also necessary for the 

determination of the geometrical function. Indeed, as the metrology of the homemade equipment 

cannot be made completely (as explained in Chapter III), we have decided to use the simplified 

method to deduce the geometrical parameters. These instrumental parameters have then been 

fixed during the simulations of the other implanted samples. 

 

 The standard chosen is a As beamline implant with a nominal dose of 0.8 × 1015 at/cm3. 

XRR and GIXRF data measured with the standard laboratory Mo-tube (open circles) and jGIXA 

simulations (solid lines) for this standard sample are shown in Figure 109 and Figure 110 

respectively. 

 
 

Figure 109 : XRR measurements at 17480 eV 
(open circles) and fit (solid lines) of the reference 
sample by jGIXA.  

Figure 110 : As-Kα GIXRF measurements at 
17480 eV (open circles) and fit (solid lines) of the 
reference sample by jGIXA. 

 

 In the literature, as ion implanted depth profiles are basically modified Gaussian 

distributions, or can be described in such terms, the Pearson IV distribution algorithm is used 

generally to describe ion implanted depth distributions [15]. Indeed, the Pearson algorithms 

describe generally a statistical distribution in terms of four central moments, μ the mean, σ the 
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standard deviation, skew the skewness and kurt the kurtosis, based on a modified or skewed 

Gaussian distribution. In a Pearson type IV function, the symmetry and the form of a distribution 

are determined by varying degrees of skewness and kurtosis and for a purely Gaussian 

distribution skew = 0 and kurt = 3. As the Pearson distribution is ideally suited to reproduce 

asymmetric distributions with extensive tails, the modelling of the GIXRF As depth profile have 

been performed with this distribution. The four central moments have been refined during the 

simulations as well as the sample parameters (i.e. thickness, densities and roughness). 

 The main advantages of using a mathematical distribution to model the profile of dopants 

is that only four distinct parameters are required to completely describe the profile. Moreover, 

thanks to this method, the fitting time is not strongly correlated with the depth resolution and a 

0.3-0.5 nm resolution is possible. Indeed, the model construction is fairly straightforward and 

does not require the user to create a defined number of layers. However, for time consumption 

related problems, we have limited ourselves to the study of a 10 nm thick implantation with a 

depth resolution of 0.3 nm. Finally, in this study, the algorithm used for the minimization was the 

differential evolution (DE) algorithm. A more complete description of this algorithm will be done 

in Section 4.2.2. 

4.1.4. Results and discussion 

 Data measured with the standard laboratory Mo-tube (open circles) and jGIXA 

simulations (solid lines) for the implanted sample 1 are shown in Figure 111 and Figure 112 

respectively. For both samples, the agreement between the experimental and simulated points is 

very good. 

Figure 111 : XRR measurements at 17480 eV (open 
circles) and jGIXA fit (solid lines) of the implanted 
sample 1.  

Figure 112 : As-Kα GIXRF measurements at 
17480 eV (open circles) and jGIXA fit (solid lines) 
of the implanted sample 1. 
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 Similarly, data measured with the standard laboratory Mo-tube (open circles) and jGIXA 

simulations (solid lines) for the implanted sample 2 are shown in Figure 113 and Figure 114 

respectively. 

Figure 113 : XRR measurements at 17480 eV (open 
circles) and jGIXA fit (solid lines) of the implanted 
sample 2.  

Figure 114 : As-Kα GIXRF measurements at 
17480 eV (open circles) and jGIXA fit (solid lines) 
of the implanted sample 2. 

 

 By refinement of parameters, the modelling of the depth distribution of As in the Si layer 

using a Pearson distribution has returned results that can be compared with SIMS (Figure 115 

and Figure 116). The noticeable differences (i.e. the shift in the position for the annealed sample 

between GIXRF determined profiles and SIMS determined profiles) highlight the depth-profiling 

problematics and difficulties linked with GIXRF. These limitations and first solutions to these 

problems will be largely discussed in Section 4.3.  

The values obtained for the fitted dose are reported in Table 11 and the results between 

the two characterization techniques concur. 

 
Figure 115 : Comparison of the As concentration depth-profiles obtained by GIXRF and by SIMS for 
the sample 1.  

skew = 4.3  

 kurt = 180 
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Figure 116 : Comparison of the As concentration depth-profiles obtained by GIXRF and by SIMS for 
the sample 2. 

 

Sample Nominal fluence (at/cm²) SIMS determined fluence (at/cm²) GIXRF determined fluence (at/cm²) 

1 1.0 × 1015 1.7 × 1015 1.9 × 1015 
2 1.0 × 1015 1.1 × 1015 1.3 × 1015 
3 1.0 × 1015 1.0 × 1015 1.2 × 1015 
4 1.0 × 1015 0.73 × 1015 0.9 × 1015 

Table 11 : Comparison between the nominal fluence, the SIMS determined fluence and the GIXRF determined 
fluence. 

  

In conclusion, GIXRF measurements performed on As implants in Si substrates returned 

information about the total dose implanted into the sample as well as the depth profile of 

dopants. These results have been obtained on standard laboratory equipment. As synchrotron 

radiation is not required, combined XRR and GIXRF analysis appears as a promising alternative 

technique for the characterization of USJ. Indeed, the final values of the fluence determined by 

GIXRF were in good agreement with the one obtained with adapted SIMS measurements. From 

the properties point of view, the fact that the As distribution is homogenized throughout the 

thickness implies that the electronic properties will do so. 

 Some software development and additional acquisition will be necessary in order to 

determine accurately the doping profile. 

  

skew = 4.4 

kurt = 120 
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4.2. Study of annealing induced diffusion in 

In2O3/Ag/In2O3 structures 
 

 A combination of X-ray reflectivity (XRR) and grazing incidence X-ray fluorescence 

(GIXRF) measurements have been performed on In2O3/Ag/In2O3 structures. This work has been 

carried out with the idea that the combined XRR and GIXRF analysis would provide more 

detailed information about the layer structure and its possible modifications due to a thermal 

annealing than the sum of the individual techniques. 

4.2.1. Case of study 

 Transparent and conductive oxide (TCO) layers are essential components in several 

emerging photosensitive electronic or optoelectronic technologies. Metal-oxides such as SnO2, 

In2O3 or ZnO have widely been used acting as transparent electrical contacts or electrodes in flat 

panel displays, touch screens and thin film solar cells [18], [19]. However, due to a technological 

need for large-area photovoltaic devices with improved electrical and optical performances, the 

development of new structures has been necessary. In this frame, recent investigations have 

identified TCO/metal/TCO multilayer systems as a good alternative to standard TCO for 

photovoltaic devices [20], [21].  

 

 For photovoltaic applications, a wide range of optic and electrical properties are required. 

First, the resistivity of the structure needs to be tailored to meet the electrical functionality. For 

solar cells, the sheet resistance (Rs) must be in the 8-80 Ω/sq range [22]. The other key factor is the 

optical transmission (T) of the layers as the material must be transparent in the visible spectral 

range. To achieve the best balance between the optical and electrical properties of the structure, 

the metal layer has to be a low resistivity material. Therefore, Ag (1.6 μΩ cm at 20°C) is the most 

common interlayer used for TCO/metal/TCO electrodes [23]. Due to its high transmittance in the 

visible spectral range, indium oxide (In2O3) also referenced as IO is used to embed the conductive 

layer. The thickness of the layers has also an important effect on the electrical conductivity and 

optical transmittance. As shown on Figure 117 and by extrapolating from Figure 118, a 6 nm-

thick Ag film embedded between two 40 nm-thick IO films gives the best compromise between 

resistivity and transparency and hence the best performances for photovoltaic applications.  
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Figure 117 : Sheet resistance for IO/Ag/IO samples 
for various Ag thicknesses. 0 nm of Ag represents 
the Rs of a 80 nm In2O3 layer. For solar cells, an Ag 
thickness of 4 nm is required.  

Figure 118 : Optical transmittance for IO/Ag/IO 
samples for various Ag thicknesses. For photovoltaic 
applications, an Ag thickness inferior to 8nm is 
required.  

 

4.2.2. Experiments 

4.2.2.1. Sample preparation 

 The structure of the samples studied in this work consists in a 6 nm Ag layer embedded 

between two 40 nm In2O3 layers deposited on a 500 mm SiO2 / Si(001) substrate (Figure 119). Each 

layer has been deposited via Physical Vapor Deposition (PVD) with a low temperature 

deposition process.  

 
Figure 119 : Layer stack consisting of two 40 nm IO layers and a 6 nm Ag 
layer. The stack is deposited on a SiO2 (500 nm)/ Si(100) substrate. 

 

 In order to simulate a realistic technological integration, a thermal budget has been 

applied to duplicate samples. The annealing has been made in a Tempress furnace system at 

200 °C during 1h.  To improve the sensitivity at the In2O3/Ag interface, the thickness of the top IO 

layer has been reduced via Chemical Mechanical Polishing (CMP) to a thickness of 

approximately 15 nm. The same approach was used by Giubertoni et al. to gain sensitivity on 

buried layers when doing grazing incidence absorption studies [12]. One can note that the CMP 
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will also greatly reduce the surface roughness of the concerned samples. The list of analyzed 

samples is reported in Table 12. 

 

 

 

 

 

Table 12 : Description of analyzed samples. 
 

4.2.2.2. Data acquisition 

A preliminary measurement campaign was performed at CEA-Leti (Grenoble, France) on 

a D8-Fabline (Bruker) production tool. Initially designed for standard XRR and energy dispersive 

XRF (ED-XRF), some improvements have been developed on the experimental setup in order to 

be able to perform GIXRF. The D8-Fabline is equipped with a Cu anode tube and a third 

generation Göbel mirror to monochromatize the primary X-ray radiation. The fluorescence 

emitted by the irradiated sample is collected by a SDD (X-Flash) which offers high count rate 

capability and an energy resolution better than 129 eV at Mn-Kα.  

At this excitation energy (i.e. 8050 eV), working under vacuum is necessary in order to get 

rid of Ar-Kα lines (2957 eV) and avoid overlaps with the fluorescence lines of interest. As the 

measurement chamber cannot be brought to vacuum, a continuous He flux has been applied 

above the sample. Measured fluorescence intensities of Ag-Lα and In-Lα lines for sample A are 

presented in Figure 120 and Figure 121 respectively. 

  
Figure 120 : Ag-Lα GIXRF D8-Fabline 
measurements acquired at 8050 eV (Cu anode 
tube).  

Figure 121 : In-Lα GIXRF D8-Fabline 
measurements acquired at 8050 eV (Cu anode 
tube). 

  

Sample Top layer thickness Annealing 

A 40 nm  

B 40 nm 200°C for 1 h 

C 15 nm  

D 15 nm 200°C for 1 h 
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As explained in Chapter II, GIXRF experiments require some specific elements and 

configurations in order to perform optimal measurements. As seen on these extremely noisy and 

inaccurate fluorescence profiles, we can conclude that the D8-Fabline setup does not respect some 

of these conditions and is therefore not adapted to perform GIXRF measurements. Measurement 

campaigns on experimental setups designed for combined XRR and GIXRF analysis have been 

necessary. 

 

 The measurement campaign was performed at the Atominstitut (in Vienna, Austria) 

where both XRR and GIXRF measurements have been carried out on the homemade system 

described in Section 4.1.2 [16]. A 2 kW fine focus Cu anode tube and a multilayer monochromator 

selecting the Cu-Kα line (8047 eV) have been used to perform the XRR and GIXRF acquisitions.  

An Amptek Silicon Drift Detector (SDD) was used to measure the reflected beam. A zirconium 

(Zr) filter was inserted in front of this detector at low angles to reduce the primary beam intensity 

(Figure 122).  XRR and GIXRF spectra were acquired from θ = 0° to 3° with an angular step of 

0.05° for a total counting time of approximately 1 hour.  

 
Figure 122 : Homemade combined XRR-GIXRF experimental setup 
(Atominstitut, Vienna, Austria) [16]. 

 

As shown in Figure 123, In-L and Ag-L fluorescence lines as well as Si pile-up peak overlap in 

the 3 keV range. At low incidence angles (typically < 0.4°), due to the absorption of the incident 

beam in the top IO layer, the fluorescence signal of the Ag-Lα line is low and completely covered 

by the In-L fluorescence lines. 

 In order to overcome signal extraction difficulties due to overlaps and analyze more 

intense fluorescence K-lines, additional GIXRF measurements have been carried out on the Gilda 

(BM08) line at ESRF-Grenoble. To improve the sensitivity, the measurements have been realized 
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at 26400 eV above the Ag-K but below the In-K edge. To avoid sample edge effects during the 

measurements, the horizontal size of the primary beam was reduced by a 50 μm slit.  

A 13-element high purity Ge-Solid state detector (SSD) with a maximum count rate of 80k 

counts per second was used to measure the fluorescence. Energy dispersive X-ray spectra were 

acquired from θ = 0° to 0.6° with an angular step of 0.001° for a total acquisition time of 10 

minutes. The energy tunability of the synchrotron source allowed the study of the in-depth Ag-

Kα line isolated from the indium contributions (Figure 124).   

 
 

Figure 123 : Fluorescence intensity extraction from a measurement at θ = 1.2° with a Cu-tube. Due 
to the correlation of Ag-L3 and In-L3 fluorescence peaks, the use of a third party software like 
PyMCA [25] is necessary. 
 

 
Figure 124 : Fluorescence intensity from a measurement at 26400 eV with a synchrotron radiation 
at an angle of incidence θ = 0.12°. With this excitation energy, the fluorescence peaks of interest 
are not overlapping. 
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4.2.2.3. Data reduction and numerical models 

 Extraction of fluorescence intensities from data measured with the Cu-tube has been 

carried out using the software PyMCA [25]. The background has been simulated by the strip 

background model implemented in the software. For the measurements done at ESRF, as the 

peaks are not overlapped and the signal to noise ratio is high, the integral of the fluorescence 

counts in a region of interest (ROI) has been used. 

 The modeling of reflectivity and fluorescence measurements has been carried out using 

the jGIXA software [26]. Two approaches have been tested. As GIXRF spectra have been acquired 

at different excitation energies, the first model consists in combining the fit of XRR and GIXRF 

spectra acquired at the same excitation energy. On the other hand, the second model aims at 

combining data acquired at different excitation energies. 

 As explained fully in Chapter III, the angular profile of GIXRF strongly depends on 

experimental setup parameters (i.e. the divergence of the beam, the width of the beam, the size of 

the detected area, etc) and a geometrical function has to be defined. As measurements have been 

performed at a synchrotron facility where the complete metrology of the instrumental chain is 

not feasible in a short period of time, the Fundamental Parameter (FP) method for GIXRF 

quantification was not possible. Therefore, the simplified approach has been chosen (cf. Section 

3.5.1). This simpler method does not require the user to know perfectly the experimental setup 

parameters but a preliminary measurement of standard samples is required. 

 The geometrical function has thus been determined by the measurement, on the same 

experimental setups, of a 50nm Ni layer deposited on a 300nm SiO2/Si(001) substrate. As seen on 

Figure 125, this well-known reference sample has been used as reference sample for the 

determination of the geometrical function G(θ). The deduced geometrical parameters have then 

been fixed during the simulations of the TCO/metal/TCO samples. 

 
Figure 125 : GIXRF fit on JGIXA of a 50 nm Ni sample measured at 26400 eV at ESRF. Fitting of 
reference sample allows the determination of geometrical function G(θ).  
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 Due to existing local minima, global optimization algorithms are required to find the best 

global minimum. These algorithms reduce the dependency on initial values of the parameters 

and hence are less relying on a priori knowledge. In jGIXA, several algorithms for the global 

optimization of the parameters can be used. The fitting of the measured data has been optimized 

with a differential evolution (DE) algorithm included in the software. DE is a method that 

optimizes a problem by iteratively trying to improve a candidate solution with regard to a given 

measure of quality [27]. DE is a parallel direct search method that utilizes a population of 

parameter vectors for each generation. The initial vector population (called agents) is chosen 

randomly and should cover the entire parameter space. DE generates new parameter vectors by 

using simple mathematical formulae to combine the positions of existing agents from the 

population. If the new position of one of these mutated parameter vectors is an improvement, it 

is thus accepted and forms part of the population, otherwise the new position is simply 

discarded. The process is repeated an enough amount of time until a satisfactory solution is 

discovered. Therefore, in a large time scale, the method grants the minimum solution to be found. 

However, as the first population is placed randomly in the entire available parameter space, the 

performances in terms of speed are very poor. For this reason, the selection of proper boundaries 

using DE algorithms is very important and critical for the data analysis. The use of boundary 

values for the simulation explains why we do not have standard deviations. 

4.2.3. Results and discussion 

4.2.3.1. As-deposited samples 

 Data measured with the standard laboratory Cu-tube (open circles) and jGIXA 

simulations (solid lines) for the as-deposited samples (Sample A and Sample C) are shown in 

Figure 126 and Figure 127 respectively. The agreement between the experimental and simulated 

points is very good. 

A first stacking structure (Model 1 in Table 13) resulting from refinement of these data has 

been obtained. The incorporation of a top indium oxide layer with a low density (LD-In2O3) is 

necessary in order to reproduce all the fine details of the reflectivity curves and improve the 

refinement agreement (Figure 128).   
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Figure 126 : XRR measurements (open circles) and 
fits (solid lines) of the as-deposited samples A and 
C at 8.05 keV. 

Figure 127 : Ag-Lα GIXRF measurements (open 
circles) and fits (solid lines) of the as-deposited 
samples A and C at 8.05 keV. 

 

Sample A Thickness  Density (g.cm-3)  Sample C Thickness  Density (g.cm-3) 

LD-In2O3 1.2 nm 4.04  LD-In2O3 1.4 nm 4.1 

In2O3 40.1 nm 6.91  In2O3 15.0 nm 6.61 

Ag 6.0 nm 9.83  Ag 6.0 nm 9.87 

In2O3 40.0 nm 6.95  In2O3 40.0 nm 6.88 

 

Table 13 : Model 1 – Thickness and densities of the as-deposited samples obtained by comparison of 
jGIXA fitting and experimental results measured with Cu-Kα energy. 

 For both samples, the surface and interfacial roughness ranges from 0.5 to 1.2 nm. The 

accuracy of XRR for the determination of thickness and roughness is high with uncertainties 

lower than 5 Å and 1 Å respectively [28]. Thanks to the decoupling of the sample parameters, the 

determination of the electronic density is reinforced by the use of the XRR and GIXRF curves for 

a joint fit. This aspect remains sensitive despite weak signal-to-noise ratio and rather smoothed 

fluorescence fringes.  

 Compared to the laboratory GIXRF measurements, higher-energy experiments carried 

out at the Gilda ESRF beam line have both the advantage of non-overlapped fluorescence lines 

and a much stronger dependence of the fluorescence intensities with the incidence angle. New 

simulations have been done with this set of data (Figure 129 and Figure 130). 
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Figure 128 : XRR measurements (open circles) and fits (solid lines) of the as-deposited 
sample A at 8.05 keV with and without the introduction of the LD-In2O3 top layer in the 
model. This top layer introduction is necessary in order to reproduce the experimental 
fringes around 1.5°. 

 

 By refinement of parameters, an improved model (Model 2 in Table 14) has been obtained 

by combining the reflectivity measured at Cu-Kα energy and the fluorescence measured at the 

excitation energy of 26.4 keV. The difference curve between calculated and experimental data for 

the two models compares favorably for model 2, both for XRR and GIXRF experiments via the 

correction of the densities values. While improving the GIXRF simulations, these density 

variations (around 5% for each layer) do not have any effects on the reflectivity calculations. 

 

Figure 129 : Ag-Kα GIXRF Gilda measurements 
and fits of Sample A. The difference curve is 
represented at the bottom of the figure.  Model 2 
has been obtained by combining sets of data 
acquired at different excitation energies. It offers 
smaller differences between experimental and 
simulated data. 

Figure 130 : Ag-Kα GIXRF Gilda measurements 
and fits of Sample C. The difference curve is 
represented at the bottom of the figure. Model 2 
has been obtained by combining sets of data 
acquired at different excitation energies. It offers 
smaller differences between experimental and 
simulated data. 
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Sample A Thickness  Density (g.cm-3)  Sample C Thickness  Density (g.cm-3) 

LD-In2O3 0.9 nm 4.44  LD-In2O3 1.4 nm 4.31 

In2O3 40.1 nm 7.28  In2O3 15.0 nm 6.95 

Ag 6.0 nm 9.80  Ag 6.0 nm 10.40 

In2O3 40.0 nm 7.10  In2O3 40.0 nm 6.99 

Table 14 : Model 2 – Thickness and densities of the as-deposited samples obtained from correlating 
JGIXA fits of the experimental data measured at two different energies (respectively 26.4 and 
8.05 keV). 

 

 The sensitivity of the combined analysis has been greatly improved by using X-ray 

measurement done at adapted primary energies. The joint fit of standard laboratory XRR and 

synchrotron based GIXRF has provided more accurate information about the in-depth profile. 

 

4.2.3.2. Annealed samples 

 After annealing at 200°C, we tested the efficiency of the combined XRR and GIXRF 

approach to detect temperature induced modifications of the stack. In Figure 131 and Figure 132, 

the Ag-Kα fluorescence angular intensities for the four samples are presented. Thinning of the 

top IO layer has improved the sensitivity of GIXRF to interfaces and reveals differences much 

more illustrated between samples C and D, than between A and B on which only a slight shift of 

the whole spectra is being visible. Such behavior was also observed on the Ag-Lα GIXRF profiles 

measured with laboratory instrument. One could interpret this difference in the GIXRF profile as 

an annealed-induced inter-diffusion between the Ag and the In2O3 layers. 

  
Figure 131 : Ag-Kα GIXRF measurement of the 
samples at 26400 eV. Differences in the GIXRF 
profile can be noted between the C (as deposited) 
and the D (annealed) sample. 

Figure 132 : Ag-Lα GIXRF measurements of the 
samples at 8050 eV. Differences in the GIXRF 
profile can be noted between the C (as deposited) 
and the D (annealed) sample. 
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 GIXRF measurements performed at 26400 eV have been combined with XRR 

measurements obtained at 8050 eV (Figure 133) and we tested a model for such interdiffusion by 

modeling this latter with 1 nm thick layers around both Ag/In2O3 interfaces.  

 
Figure 133 : XRR measurements of the samples at 8050 eV. 

  

The results of the combined fit of the lab based XRR and synchrotron based GIXRF are 

presented in the Figure 134 and Table 15. The introduction of an intermixing of Ag and IO in the 

transition layers has been necessary in order to obtain the best fit. Therefore, the simulation 

highlights the annealing-induced diffusion of the Ag. The surface and interfacial roughness 

ranges from 4 to 10 Å. 

 The combination of XRR and GIXRF allows detecting and characterizing a thin diffusion 

profile at the interface of two layers. Even on non-optimized experimental setup (i.e. laboratory 

Cu-tube), the diffusion induced by thermal annealing is noticeable. 

 
Figure 134 : XRR and GIXRF measurements and fitting of the sample D with 
reflectivity measured at 8.05 keV and fluorescence at 26.4 keV. 
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In conclusion, the combined evaluation of XRR and GIXRF resulted in a non-destructive 

and precise characterization of the In2O3/Ag/In2O3 multilayered structure. It has been shown that 

the sensitivity of the joint approach can be optimized with the choice of the primary energy. A 

thin inter diffusion profile induced by annealing has been observed and characterized. Sensitivity 

to structural changes in the depth of 0.5-1 nm was achieved for measurements performed at a 

synchrotron facility but also for the ones acquired with the laboratory experimental setup.  

The effect of the annealing on material properties such as the crystallographic phase, the 

size of the crystallites and the residual stress have been observed by X-ray diffraction 

measurements (XRD). In order to obtain a full characterization of these photovoltaic devices, the 

combination of XRD, XRR and GIXRF in respect with the models presented in this work is 

necessary. 

  

Sample D Thickness Density (g.cm-3) 

LD- In2O3 2.0 nm 6.12 

In2O3 16.3 nm 7.18 

[In4O6 ; Ag] 1.1 nm 8.36 

Ag 5.7 nm 9.90 

[In4O6 ; Ag] 0.6 nm 7.47 

In2O3 40.0 nm 7.00 

Table 15 : Thickness and densities of the sample D obtained from 
correlating JGIXA fits of the experimental data measured at two 
different energies (respectively 26.4 and 8.05 keV). 
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4.3. Depth profiling characterization of multilayered 

structures 

4.3.1. Case of study 

 Non-volatile memory (NVM) technology plays a significant role in the market of 

electronics products as they can be found in a large number of technologies vastly used in our 

everyday life such as mobile phone, digital camera, and portal storage devices. Until now, Flash 

memory has dominated the market of NVM and is integrated in more than 90% of the products. 

However, with the rapid and non-stopping reduction of the size of microelectronics technology, 

Flash memory has encountered serious technical challenges. Due to these limitations, various 

alternatives NVM technologies have been developed such as Magneto resistive Random-Access 

Memories (MRAM), Phase change RAM (PRAM) and Resistive RAM (ReRAM). In our work, we 

focused on ReRAM that, compared to the other types of components, has a simple structure and 

low power consumption with relatively high speed. 

 A Resistive Random Access Memory (ReRAM) is a simple structure and can be described 

as a two-terminal passive device based on oxides capable to switch from a High Resistance State 

(HRS) to a Low Resistance State (LRS) by applying a bias across the device. The ReRAM is a 

Metal-Insulator-Metal (MIM) multilayered structure (Figure 135). The switching behavior and the 

switching mechanism are still object of intense research and developments. Therefore, new 

characterization methods have to be developed in order to fully describe such multilayered 

structures. 

 
Figure 135 : Metal-Insulator-Metal (MIM) structure of a Resistive RAM 
(ReRAM) cell. The top electrode is biased and the bottom electrode is 
grounded during electrical testing. 

 

 Binary oxides (Ta2O5, HfOx, AlO3, SiOx, etc) are generally used in ReRAM technologies. 

Tantalum oxide (TaOx) is one of the most promising oxide for ReRAM thanks to its low cost and 

various material and electrical properties [29, 31]. On the other hand, conductive metals used for 

the electrodes are generally ruthenium (Ru), iridium (Ir), palladium (Pd), platinum (Pt), titanium 
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(Ti) and nickel (Ni) and have been used for a large number of ReRAM applications (Figure 136 

and Figure 137). 

 

 

Figure 136 : Cross-sectional TEM image of 
the fabricated TiN/HfOx/Pt ReRAM device 
[32]. 

Figure 137 : Schematic representation of the TaOx 
device consisting of a thin Ta2O5−x insulating layer and 
a TaO2−x base layer. The movement of internal oxygen 
ions or vacancies is used to model the switching [33]. 

 

 In the recent years, availability of Ru, Pd, Ir and Pt have diminished a lot. Moreover, as 

these metals are expensive, ReRAM built around Cobalt (Co), Copper (Cu) and Ni layers have 

recently been developed. Therefore, with these considerations, in this work, we will only 

consider a Ta2O5/NiCo/Si structure. 

4.3.2. Experimental 

4.3.2.1. Sample preparation 

 The structure of the samples studied consists in a 15 nm Ta2O5 layer deposited on a 10 nm 

NiCo layer on top of a Si(011) substrate. The NiCo layer has been deposited via Physical Vapor 

Deposition (PVD) process. On the other hand, the Ta2O5 layer has been deposited by Plasma 

Enhanced Atomic Layer Deposition (PEALD). 

 Standard ALD is a thin film deposition technique capable of producing thin films of a 

variety of materials. It has been introduced in 1974 and has emerged as a powerful tool for many 

industrial and research applications [34]. An ALD process consists of sequential alternating 

pulses of chemical gases (called precursors) that will react with the sample surface leaving no 

more than one monolayer at the surface. Before the next layer is deposited, the reaction chamber 

is purged to remove any unreacted or passivating atoms in various ways (chemical reactions with 

gases, thermal spikes, etc). This process is then repeated an enough number of time until the 

desired film thickness is reached. The particularity of PEALD is to purge the deposition chamber 
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by using a plasma. The plasma allows breaking the chemical bonds between the deposited and 

the passivating atoms even at low temperatures. By reducing the deposition thermal budget, 

PEALD allows reducing diffusion and other annealing-induced effects.  

 In this work, the precursor used for the deposition of Ta2O5 is the 

TertiaryButylimido,Tris(DiEthylamino)Tantalum (TBTDET) (Figure 138). However, two plasma 

conditions have been tested and their effects on the multilayer structure have been compared. 

 
Figure 138 : Chemical representation of the 
TertiaryButylimido,Tris(DiEthylamino)Tantalum (TBTDET). 

  

 The first PEALD experimental condition we considered consists in successive cycling of 

deposition of TBTDET precursor followed by the use of a O* plasma (Figure 139). It is known that 

the plasma O* has a strong impact on the sample and can often lead to a large oxidation of the 

substrate or the layer on which the Ta layer is deposited. 

 Therefore, other experimental conditions have been considered. This new PEALD process 

consists in adding H* in the plasma prior to O*, as this former is supposed to result in a 

de-oxidation at each deposition cycle (Figure 140). 
 

 
 

Figure 139 : First PEALD experimental conditions. 
The precursor used is TBTDET and a O* plasma is 
used to remove the passivating atoms. 

Figure 140 : Second PEALD experimental 
conditions. The precursor used is TBTDET. A 
H* and then a O* plasma are used to remove 
the passivating atoms with oxidizing the 
bottom layer. 
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4.3.2.2. Data analysis 

 The combined XRR and GIXRF measurements have been performed on the beamline 

“X-ray Fluorescence” at Elettra synchrotron facility. The optical path is composed of a 

monochromator, a toroidal refocusing mirror, a higher order suppressor and exit slits that allow 

obtaining a 250 × 50 μm² monochromatic X-ray beam. A solid state detector (SSD) is placed at 90° 

above a rotating sample in a ultra-high vacuum chamber. In order to measure the fluorescence 

signals of all the elements of interest (Ni, Co and Ta), the measurements were performed at 10200 

eV. Energy dispersive X-ray spectra were acquired from θ = 0 to 1.5° with an angular step of 

0.005° for a total count time of approximately 4 hours. 

 

 Due to overlaps between the fluorescence lines of interest, extraction of fluorescence 

intensities has been done using the software PyMCA [25]. As the signal to noise ratio was high, 

the background has been supposed constant (Figure 141).  

Similarly that what has been done previously, the modeling of the XRR and GIXRF 

measurements has been carried out using the jGIXA software. The simplified approach has been 

chosen (cf. Section 3.5.1) and the geometrical function has been determined by the measurement 

of a reference sample. As seen on Figure 142, a 10 nm NiCo/Si(001) sample has been used as 

reference sample for the determination of the geometrical function G(θ). The deduced 

geometrical parameters have then been fixed during the simulations of the Ta2O5 stacking. The 

fitting of the measured data has been optimized with the differential evolution (DE) algorithm 

coded into the software. 

  
Figure 141 : Fluorescence intensity extraction from 
a measurement at θ = 1° at 10200 eV of the sample 
deposited with the O* plasma. Due to the overlaps 
of Co-KL3, Ni-KL3 and Ta-L3 fluorescence peaks, 
the use of a third party software like PyMCA [25] 
was necessary. 

Figure 142 : Ni-Kα GIXRF fit on JGIXA of a 10 
nm NiCo reference sample measured at 10200 eV 
at Elettra. Fitting of reference sample allows the 
determination of geometrical function G(θ). 
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4.3.3. Results and discussions 

XRR (Figure 143) and GIXRF (Figure 144 to Figure 146) data measured at 10200 eV with 

the synchrotron X-ray beam are presented below for the two considered samples (i.e. one with the 

O* PEALD process and the other with the H* + O* deposition process). Large differences in the 

Ni-Kα, the Co-Kα as well as the Ta-Lα GIXRF profiles are noticeable. As explained in Section 2.2, 

GIXRF allows a simple and straightforward qualitative analysis of multilayered samples. Indeed, 

by simple observation, we can deduce that the arrangement of the layers and the z-position of the 

atoms are different between the two samples. Therefore, we are able to confirm that the choice of 

the PEALD experimental conditions has an important effect on the structure of the stack. 

However, in Figure 143, we can see that the use of H* species in the plasma modifies the XRR 

interference fringes considerably. These appear wider when H* is used. Such an effect could 

allow us to conclude that the sample layers are thinner (via Fourier Transformation), but it is not 

the case here. Indeed, the fringes appear composed of two or more components. The fringes 

therefore results from the superposition of phase-shifted waves with different electron densities. 

This points towards inter-diffusion in the layers composing the stack. We also observe a slightly 

smaller critical angle θc for the H* + O* treated sample indicating a smaller electron density in this 

latter at the surface. 

 
 

Figure 143 : Comparison of the XRR measurements 
of the sample processed with O* plasma and the 
sample processed with the H* + O* plasma. The 
measurements have been performed at 10200 eV. 

Figure 144 : Comparison of the Ta-Lα GIXRF 
measurements of the sample processed with O* 
plasma and the sample processed with the H* + 
O* plasma. The measurements have been 
performed at 10200 eV. 
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Figure 145 : Comparison of the Ni-Kα GIXRF 
measurements of the sample processed with O* 
plasma and the sample processed with the H* + 
O* plasma. The measurements have been 
performed at 10200 eV. 

Figure 146 : Comparison of the Co-Kα GIXRF 
measurements of the sample processed with O* 
plasma and the sample processed with the H* + 
O* plasma. The measurements have been 
performed at 10200 eV. 

 

4.3.3.1. First PEALD experimental conditions 

XRR and GIXRF data measured at 10200 eV (open circles) and jGIXA simulations (solid 

lines) for the sample processed with the O* plasma are shown in Figure 147. The agreement 

between the experimental and simulated points is not really good, and large values of ∆ are 

observed. 

The starting multilayered structure for the fitting of the experimental data has been built 

using our knowledge of the sample. Indeed, we knew that the use of the O* plasma would 

oxidize the NiCo layer and provoke the diffusion of both Ni and Co towards the surface of the 

sample. Therefore, a three-layers model with Ta2O5 deposited on a diffusion layer (Ta2O5 ; NiCo) 

on top of a NiCo layer has been our starting point for the simulations. The thickness, densities 

and roughness of each layer have been fitted (Table 16) using a combined refinement of the XRR 

and GIXRF data. 



4. GIXRF APPLICATIONS  

 _______________________________________________________________________________________________________________________________________________________________________________________________________________________  

 

142 
 

Figure 147 : (a) XRR (b) Ni-Kα GIXRF (c) Co-Kα GIXRF (d) Ta-Lα GIXRF measurements (open circles) 
and fits (solid lines) of the sample deposited with the O* PEALD process. The measurements were 
performed at 10200 eV. 
 

 

 

 

 

 

 

 

 

This model is definitely not perfect and some additional refinements would be necessary 

in order to characterize fully the sample. However, it has allowed us to confirm the diffusion of 

NiCo towards the surface of the sample when a O* plasma is solely used for the PEALD 

deposition process. 

Sample  Thickness Density (g.cm-3) 

Ta2O5 2.2 nm 8.32 

Ta2O5 ; NiCo 9.7 nm 6.93 

NiCo 13.5 nm 7.34 

Si SUB 2.33 

Table 16 : Thickness and densities of the sample deposited with the 
O* PEALD process obtained from combined XRR and GIXRF fit in 
jGIXA correlating JGIXA fits.  

(a) 

 

(b) 

(c) (d) 
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4.3.3.2. Second PEALD experimental conditions 

We had less to no information or knowledge of the effect of adding a H* plasma on the 

layer arrangement. The starting multilayer structure for fitting of experimental data has then 

been built supposing large Ta2O5/NiCo interfacial effects. Therefore, a four-layers model with 

Ta2O5 deposited on two diffusion layers (Ta2O5 ; NiCo with different thickness and density) on 

top of a NiCo layer has been our starting point for the simulations (Table 17). 

Using H* + O* in the plasma, the agreement between the experimental and simulated 

points, if potentially good in XRR fits, is not acceptable for XRF data especially for the Ta-Lα 

fluorescence simulation where values of ∆ as high as 0.5 can be noted (Figure 148).  

 

Figure 148 : (a) XRR (b) Ni-Kα GIXRF (c) Co-Kα GIXRF (d) Ta-Lα GIXRF measurements (open circles) 
and fits (solid lines) of the sample deposited with the H* + O* PEALD process. The measurements 
were performed at 10200 eV. 
 

 

 

 

 

(a) (b) 

(c) (d) 
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From these results, we can conclude that this chosen model is the least perfect. For 

instance, one can note that one layer has a density of 2.77 g.cm-3, a fairly unexpected value. The 

GIXRF spectra also exhibit large discrepancies between experimental and modelled data. Even if, 

we can safely assume that the use of a H* + O* plasma does not prevent the diffusion of Ni and 

Co towards the surface of the sample, the accurate and complete depth-profiling of this sample is 

impossible with such simple models. Some additional refinements using different starting 

models (by adding/removing layers, or by testing different stoichiometry) have been performed, 

but for the moment no acceptable simulation of the experimental data has been obtained. As the 

shape of the measured fluorescence spectra is much smoother than the simulated one, one further 

approach could consist in supposing that this smoothness is due to a larger elemental 

distribution in the sample. One could try to ass more transition layers in the starting stacking to 

try to model more accurately the diffusion of Ni and Co towards the surface.  

 

Recent SIMS profiles could be obtained on these two samples (Figure 149). Even if these 

latter cannot be taken quantitatively from the elemental point of view, they also prompt for 

different signatures of Ta, Ni and O elements through the thickness with sharper interfaces when 

H* is not used during deposition. The sensitivity to H of SIMS might be questionable, but it 

nevertheless is detected by one order of magnitude more in the H* + O* treated sample. Whether 

this could be real or not, it looks also coherent with previous observations. It however launches 

new debates (i.e. formation of H2 increasing porosity, formation of hybrids or other species) that 

could be targeted by future investigations using complementary techniques. 

Sample  Thickness Density (g.cm-3) 

Ta2O5 4.0 nm 7.48 

Ta2O5 ; NiCo 7.3 nm 5.42 

Ta2O5 ; NiCo 3.1 nm 2.77 

NiCo 9.9 nm 8.63 

Si SUB 2.33 

Table 17 :  Thickness and densities of the sample deposited with the 
H* + O* PEALD process obtained from correlating JGIXA fits of the 
experimental data measured at 10200 eV. 
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Figure 149 : SIMS measurements of (a) the sample deposited with the O* PEALD process (b) the 
sample deposited with the H* + O* PEALD process. 

 

The study of these samples puts in light one of the current limitation of GIXRF and 

should be the starting point in order to improve the technique. Some solutions could be 

considered. One could create a starting structure for the simulation with a lot more layers in 

order to have a better depth resolution at the Ta2O5 / NiCo interface. On the other hand, one 

could also try to simulate a depth profile for the various elements of interest (as demonstrated in 

Section 4.1.4) in order to perform the elemental quantification and depth-profiling. However, 

both these solutions are time consuming and will require a preliminary improvement of the 

available analysis software. 

 

 

 

 

 

 

 

 

 

 

 

 

(a) (b) 
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5. Conclusion and perspectives  

This work has shown that GIXRF is a promising alternative depth-profiling 

characterization technique by applying it to different systems. Indeed, by performing 

measurements on commercial, homemade as well as synchrotron experimental setups, the 

methodologies, the possibilities and the limits of XRR and GIXRF combined analysis have been 

presented.  

In this work, the development of this non-destructive innovative characterization 

technique has been performed via two distinct research approaches.  

The first approach has consisted in performing the GIXRF-XRR combined analysis on 

samples of technological interest. Therefore, we have studied ultra-shallow dopant profiles 

developed specifically to answer the continuous need for miniaturization of electronic 

components. The use of this combined approach has put in evidence significant improvements 

compared to standard in-depth characterization techniques such as SIMS. Indeed, it has been 

shown that GIXRF can overcome some limits of SIMS by providing information on the total 

fluence and the distribution of the implanted atoms. PIII As implants in Si were also 

characterized by GIXRF using a priori no knowledge on the sample. The results of our analyses 

have proved the capabilities of the technique in terms of in-depth characterization with a 

resolution in the nanometer range, with refined values very closed to the ones obtained with 

SIMS. Then, with the goal to better describe components for optoelectronic and photovoltaic 

applications, an IO/Ag/IO multilayered structure has been investigated combining XRR and 

GIXRF measurements, using different excitation energies and experimental setups. The complete 

characterization of the stacking has been then possible. Moreover, the combined characterization 

has demonstrated the influence of the excitation energy on the accuracy of the results and also 

evidenced the presence of an annealing induced inter-diffusion throughout the material. Finally, 

new RAM technologies and especially ReRAM have been used to test the possibilities of the 

combined XRR and GIXRF analysis. Even if the complete in-depth characterization of the 

concentration profiles have not been fully determined, GIXRF has allowed to observe qualitative 

structural differences between samples treated with different deposition conditions. 

The second approach developed in this work concerns the improvement of the 

methodology and more especially the development of combined analysis software. Indeed, in 

order to perform quantitative GIXRF analyses, it is necessary to compare the experimental results 
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to simulation based on the modelling of a sample structure. Recently, four dedicated analytical 

software have been developed each with their own specificities using the expertise of the 

laboratories of our collaborative international group. In this frame, the comparison and the test of 

these software has been necessary and has allowed better understanding of the various functions 

and of fundamental parameters that must be taken into account before performing a combined 

XRR and GIXRF analysis. An important part of this work has been then dedicated to the 

description of the instrumental geometrical function. In particular, it has been put in evidence the 

necessity to introduce a dependent angle factor in this geometrical function. This latter takes into 

account various effects such as the size of the beam, the position of the detector, the distance 

between the elements of the optical path, etc. on the fluorescence intensity.  A focus has also been 

done on the quantification methods as well as their advantages and their limitations. We have 

demonstrated that the complete metrology of the instrumental setup was necessary in order to 

perform accurate XRR and GIXRF measurements. However, its time consumption and non-

practicality makes this method not suitable in most situations.  

Therefore, a simple quantification that requires less knowledge on the experimental setup 

has been presented and used in all applications.  However, the simple quantification approach 

has its limitations as it require the GIXRF measurement of a reference sample prior to analysis 

and may not be perfectly accurate. This limitation is demonstrated in the study of the 

Ta2O5/NiCo/Si samples where the elemental quantification has not been possible. Moreover, the 

implanted sample modelling in the four current analysis software has also shown its limits as it 

may not be accurate enough to represent a depth-profile by a layer arrangement and as the 

depth-profile characterization by GIXRF is not straightforward. The improvement of GIXRF will 

thus be linked with an improvement of the combined analysis software (i.e. the way they handle 

the geometrical effects and the layer arrangement construction). New solutions are being 

considered and developed now in the different laboratories of our collaborative international 

group.  

Finally, in this work, we have shown that the combination of two characterization 

techniques reduces strongly the uncertainties of the individual methods. One other axis for the 

development of GIXRF is then to combine GIXRF with other characterization techniques (two or 

more). Considering the applications presented in this work, the combination with SIMS seems 

obvious but other X-ray methods could be considered such as grazing exit X-ray fluorescence 

(GEXRF), extended X-ray absorption Fine structure (EXAFS) or X-ray Diffraction (XRD). In 

particular, as sometimes the polycrystalline studied films for microelectronic applications exhibit 

also preferential orientations, GIXRF and XRR techniques can be also coupled with XRD. The 

new developed combined GIXRF-XRR-XRD analysis approach (through the MAUD program) 

has already been tested on the transparent conducting oxides multilayered samples (IO/Ag/IO 



5. CONCLUSION AND PERSPECTIVES  

 _______________________________________________________________________________________________________________________________________________________________________________________________________________________  

 

150 
 

heterostructures). With this approach, we have determined the different layer thicknesses and 

their crystallographic preferred orientations (Figure 150) and we have put in evidence the 

presence of a gradient profile for the chemical composition as well as for the films density for the 

annealing samples. However, if these first results are encouraging, additional work in this 

direction and especially for annealing samples presenting a gradient profile has to be pursued.  

  

 
Figure 150 : First results of GIXRF-XRR-XRD combined analysis approach on IO/Ag/IO 
heterostructures.  
 

 



 

 ___________________________________________________________________________________________________________________________________________________________________________  

151 
 

List of figures 

Figure 1 : Spectrum of a tungsten (W) tube. 
Figure 2 : Mechanism of pair production. 
Figure 3 : Coherent scattering of an X-ray photon by an atom. 
Figure 4 : The Compton scattering process. 
Figure 5 : Plot of the mass attenuation coefficients versus the primary energy. It highlights the 
absorption edges of the different shells of a high Z element [3]. 
Figure 6 : Relative importance of the three major interactions. Solid lines show the boundary where 
the two neighboring effects are equal [1]. 
Figure 7 : Schematic principle of X-ray fluorescence. 
Figure 8 : Atomic allowed electronic transitions. 
Figure 9 : Fluorescence yield versus atomic number for K and L. 
Figure 10 : Incident, reflected and refracted beam at an interface between two media with different 
refractive index. 
Figure 11 : Penetration depth of Mo-Kα X-ray radiation for silicon, nickel and platinum versus the 
incidence angle. It depends strongly on the incidence angle. Penetration depth is defined as the depth 
at which the intensity of the radiation inside the material falls to about 37%. Below the critical angle θc 
only a shallow surface is penetrated [3]. 
Figure 12 : Illustration of the X-ray standing wave field (XSW) created by the interference between the 
incident and the reflected wave. The planes in which constructive interference takes place are parallel 
to the sample surface. The periodicity varies with the incidence angle. 
Figure 13 : Intensity above and below the interface between the air and a thick Si substrate considering 
a Mo-Kα striking the sample with different glancing angles [3]. 
Figure 14 : Angular dependence of X-ray fluorescence intensity for different types of samples [8]. 
Figure 15 : Reflectance and transmittance of the electromagnetic radiation on a substrate. 
Figure 16 : Reflectance and transmittance of electromagnetic radiation through a layer within a stack 
of N layers. 
Figure 17 : Calculation of the primary X-ray fluorescence intensity from an atom in a layer j. 
Figure 18 : Counts versus concentration from various matrix compositions of a FeNiCr alloy [29]. 
Figure 19 : Schematic illustration of secondary excitation in a sample containing Fe and Ni. 
Figure 20 : The Ti-Kα fluorescence intensity for a Si/Ti/Ni/Ti/Si (sub) multilayer sample as a function 
of incident angle [40]. 
Figure 21 : Schematic set-up of a TXRF experiment. Radiation emitted from the X-ray tube passes a 
filter and a mirror that act as a bandpass to eliminate radiation of undesired wavelengths. 
Fluorescence radiation is detected by an ED-XRF detector located at 90° above the sample. 
Figure 22 : Schematic configuration of a TXRF setup using a Mo/W alloy anode emitting variable 
excitation energies [3]. 
Figure 23 : Detection limits of the TXRF instrument using a Mo/W alloy anode and a tunable double 
multilayer monochromator [3]. 
Figure 24 : Comparison of detection limits reached with various excitation and spectral modification 
devices. Values are extrapolated to 1000s and obtained from aqueous solutions pipetted on the sample 
then evaporated [5]. 
Figure 25 : Power density and optical properties of a line-focus and a micro-focus X-ray tube [6]. 



 _______________________________________________________________________________________________________________________________________________________________________________________________________________________  

 

152 
 

Figure 26 : Different excitation schemes for TXRF analysis;(a) Low-pass filter using a quartz mirror; (b) 
bandpass filter using a single multilayer mirror; (c) combination of a multilayer and quartz mirror; (d) 
double multilayer arrangement [9]. 
Figure 27 : Working principle of a Si(Li) detector. The voltage applied to the device allows the drift 
and collection of the charge carriers created by the ionizing radiation. 
Figure 28 : Working principle of a SSD detector [12]. 
Figure 29 : Scheme of Hoefler TXRF spectrometer for low-Z elements [20]. 
Figure 30 : XRF spectrum of the studied biofilm. Excitation conditions: Cr tube at 30 kV and 20 mA 
[20]. 
Figure 31 : Pre-treatment process for TXRF measurements [21]. 
Figure 32 : Three possibilities of arranging wafer and detector for SR-TXRF [5]. 
Figure 33 : Comparison of TXRF spectra of (a) a 5 nm Mg layer excited with a standard Cr fine focus 
X-ray tube and (b) 500 pg Mg sample excited with a 1.77 keV synchrotron excitation [25]. 
Figure 34 : Spectrum of 100 pg of Ni on a Si wafer excited with a 17 keV radiation during 60 s. The DL 
was found to be 8 fg [27]. 
Figure 35 : Comparison of Al2O3 powder fluorescence spectra measured with laboratory TXRF 
(Atomika 8030C) and SR-TXRF [27]. 
Figure 36 : Spectra of Hf containing high-k layers taken in different energy regions. (a) Excitation 
energy = 10.5 keV and (b) Excitation energy = 1.75 keV. The green and the blue line show background 
components (green: Bremsstrahlung, blue: resonant Raman scattering of silicon), the red lines are the 
fluorescence lines convolved with the detector response function to deduce their intensity and the 
purple line shows the fit to the experimental spectrum [28]. 
Figure 37 : TXRF spectrum of In2O3/Ag/In2O3 sample excited by a standard Cu tube. The energy of 
Ag-L3 and In-L3 lines cannot be separated by ED-XRF detectors. 
Figure 38 : TXRF spectrum of a wafer containing 1012 cm-2 of various transition metals and 1013 cm-2 
of Na and Al (low-Z elements). The spectrum is fitted by detector response functions at the energies of 
fluorescence lines. The background includes Bremsstrahlung and resonant Raman scattering 
contributions [30]. 
Figure 39 : TXRF spectrum of the residue of a multi-element standard solution containing equal 
concentrations excited by Mo-K radiation. 
Figure 40 : Set of relative element sensitivities measured under total reflection of X-rays. 
Figure 41 : Relative fluorescence count rate as a function of the incident angle. The shift of GIXRF 
signals towards larger angles indicates the position of the layers in the stacking [43]. 
Figure 42 : Cu-Kα GIXRF intensities of two different Cu(In,Ga)Se2 films synthesized by three-stage co-
evaporation process at 430 °C and 530 °C [44]. 
Figure 43 : Flow chart depicting the algorithm implemented for fitting GIXRF experimental data by 
correcting the SIMS profile given as initial best estimate [46]. 
Figure 44 : Comparison of the implantation profile for one of the As wafers (3 keV, 1.0×1015 cm-2) 
determined with various techniques and the respective SRIM profile [47]. 
Figure 45 : Determination of the layer thickness of a Pd layer on a silicon substrate. Measured 
fluorescence intensities of Pd and Si as a function of the incident angle result in a layer thickness of 132 
nm. The manufacturer’s value is 133 ± 3 nm [50]. 
Figure 46 : Analysis of a three-layer system by angle-resolved TXRF measurements. Both the thickness 
and the density of the layers have been determined [51]. 
Figure 47 : GIXRF fluorescence signal from Hf and Si from a HfSiOx layer. The calculation was 
performed using only the GIXRF signal. Good fit results are obtained for a density of 6.1 g/cm3 using 
a thickness of 2.25 nm (a) as well as a density of 6.7 g/cm3 using a thickness of 2.05 nm (b), thus 
showing the ambiguity of the GIXRF data [53]. 
Figure 48 : How can a method (rows) help another method (columns) to improve or complement the 
results [54] 
Figure 49 :  Experimental setup for combined XRR and GIXRF analysis. 



 

 ___________________________________________________________________________________________________________________________________________________________________________  

153 
 

Figure 50 : Magnification of the L-edge range of silver [17]. 
Figure 51 : Conceptual scheme of the modeling of a multi-layered structure in the four used combined 
analysis software [31]. 
Figure 52 : Maud graphic interface of the material definition (in this case NiO). It lists the symmetry, 
the space group, the cell parameter, the number of atoms and their position in the crystallographic 
lattice. 
Figure 53 :  2D schematic of the X-ray incident beam and the geometry for the fluorescence X-ray 
detection in a GIXRF experiment [28]. 
Figure 54 :  3D schematic of the X-ray incident beam and the geometry for the fluorescence X-ray 
detection in a GIXRF experiment. 
Figure 55 : The inverse of geometrical function (i.e. the correction function) calculated for different 
widths Ld of the detectable area, where Ls = 30mm and b0 = 0.15 mm and I0 = 1. The short dotted line 
is a sin(θ) function for a visual guide [28]. 
Figure 56 : Definition of the angles used in this work. The incidence angle θ, the detection angle ϕd is 
the angle between the X-ray detector and the horizontal plane and α is the angle between the detector 
and the sample will be used. 
Figure 57 : Schematic of the geometry for the fluorescence X-ray detection in a GIXRF experiment with 
a X-ray fluorescence detector tilted compared to the sample surface. 
Figure 58 : Schematic of the geometry for the fluorescence X-ray detection in a GIXRF experiment with 
a X-ray fluorescence detector tilted compared to a rotating sample. 
Figure 59 : 2D schematic representation used for the calculation of the solid angle of detection ΔΩ. 
Figure 60 : 3D schematic representation used for the calculation of the solid angle of detection ΔΩ. 
Figure 61 : Comparison of the acceptance function in the case where the solid angle ΔΩ is considered 
constant or not. 
Figure 62 : Schematic of primary X-ray beam divergence. 
Figure 63 : Comparison of the XRR simulation of a NiO (5nm) / Ni (50nm) / Si (sub) sample irradiated 
with a Cu-Kα radiation. 
Figure 64 : Comparison of the Si-Kα GIXRF simulation of a NiO (5nm) / Ni (50nm) / Si (sub) sample 
irradiated with a Mo-Kα radiation. 
Figure 65 : Comparison of the Ni-Kα GIXRF simulation of a NiO (5nm) / Ni (50nm) / Si (sub) sample 
irradiated with a Mo-Kα radiation. 
Figure 66 : Comparison of the Ni-Kα GIXRF simulation of a NiO (5nm) / Ni (50nm) / Si (sub) sample 
irradiated with a 8400 eV radiation. 
Figure 67 : Comparison of the XRR simulation of Table 4 sample irradiated with a Cu-Kα radiation. 
Figure 68 : Comparison of the Ni-Kα GIXRF simulation of Table 4 sample irradiated with a Mo-Kα 
radiation. 
Figure 69 : Comparison of the XRR simulation of a NiO (5nm) / Ni (50nm) / Si (sub) sample with 
roughness irradiated with a divergent (HWHM = 0.3 mrad) Cu-Kα radiation. 
Figure 70 : Comparison of the Ni-Kα GIXRF simulation of a NiO (5nm) / Ni (50nm) / Si (sub)  sample 
with roughness irradiated with a divergent (HWHM = 0.3 mrad) Mo-Kα radiation. 
Figure 71 : Correction function 1/G(θ) in Maud. 
Figure 72 : Correction function 1/G(θ) in jGIXA calculated for different widths Ld of the detectable 
area, where Ls = 200mm and b0 = 50 μm. 
Figure 73 : Correction function 1/G(θ) in the case of a rotating sample in jGIXA. 
Figure 74 : Correction function 1/G(θ) with various distance sample-collimator (d1) in Medepy and 
GIMPy. 
Figure 75 : Geometrical function G(θ) multiplied by the Ni-Kα fluorescence intensity. 
Figure 76 : Correction function 1/G(θ) with various pinhole diameters (dp) in Medepy and GIMPy. 
Figure 77 : Geometrical function G(θ) multiplied to the Ni-Kα fluorescence intensity. 
Figure 78 : Correction function 1/G(θ) with various pinhole height (d2) in Medepy and GIMPy. 
Figure 79 : Geometrical function G(θ) multiplied to the Ni-Kα fluorescence intensity. 



 _______________________________________________________________________________________________________________________________________________________________________________________________________________________  

 

154 
 

Figure 80 : Variation of the size of A (area seen by the X-ray detector on the detector side) with the 
incidence angle. 
Figure 81 : Variation of the size of B (area seen by the X-ray detector on the source side) with the 
incidence angle. 
Figure 82 : Comparison of the correction function for different detection angles in the case of an 
experimental setup with a rotating sample. 
Figure 83 : Correction function 1/G(θ) with various distance sample-collimator (d1) in Medepy and 
GIMPy. 
Figure 84 : Geometric function G(θ) applied to the Ni-Kα fluorescence intensity. 
Figure 85 : Comparison of the Ni-Kα fluorescence intensity corrected by various geometric functions 
G(θ). 
Figure 86 : XRR measurements at 17479 eV (open circles) and fits (solid lines) of the Ni / Si sample by 
jGIXA. 
Figure 87 : Ni-Kα GIXRF measurements at 17479 eV (open circles) and fits (solid lines) of the Ni / Si 
sample by jGIXA. 
Figure 88 : Schematic representation of a n-channel MOSFET (NMOS). 
Figure 89 : Schematic representation of the ion beam (or beamline) implantation technique with mass 
separator. 
Figure 90 : Schematic representation of the plasma immersion ion implantation (PIII) technique [3]. 
Figure 91 : Evolution of the plasma sheath with time when a negative voltage pulse V(t) is applied to 
the substrate [3]. 
Figure 92 : The sputtering process, as a result of the collision cascade of the impacting primary ions, 
causes, neutral, positive and negative particles to be released from the surface [12]. 
Figure 93 : Schematic of a secondary ion mass spectrometer with mass selected primary ion beam [13]. 
Figure 94 : Logarithm of relative positive ion yields plotted as a function of ionization potential. The 
ion yields are relative to silicon in a silicon matrix with oxygen sputtering [14]. 
Figure 95 : Logarithm of relative negative ion yields plotted as a function of electron affinities. The ion 
yields are relative to silicon in a silicon matrix with oxygen sputtering [14]. 
Figure 96 : SIMS results for samples implanted at room temperature (25°C). 
Figure 97 : SIMS results for samples implanted at (500°C). 
Figure 98 : Schematic representation of the homemade GIXRF experimental setup [16]. 
Figure 99 : Detailed view of the GIXRF module of the homemade experimental setup [16]. 
Figure 100 : Fluorescence intensity extraction from a measurement at θ = 0.7° with a Mo-tube. 
Figure 101 : Ti-Kα GIXRF signals of samples with various Ti thickness irradiated with a Cu-Kα 
radiation. 
Figure 102 : Linear relation between the expected thickness of Titanium deposited and the total 
fluorescence counts at angles larger than the critical angle of refraction (in this case 1°). 
Figure 103 : As-Kα GIXRF signals of the implanted samples irradiated with a Mo-Kα radiation. The 
reference sample is a As beamline implant with a nominal fluence of 0.8 × 1015. 
Figure 104 : Si-Kα GIXRF signals of the implanted samples irradiated with a Mo-Kα radiation. 
Figure 105 : TEM analysis of samples implanted at room temperature (25°C). The presence of a 13 nm 
amorphous layer can be noted. 
Figure 106 : TEM analysis of samples implanted at 500°C. 
Figure 107 : SIMS-As concentration depth profiles for samples implanted at room temperature (25°C) 
performed at FBK. 
Figure 108 : SIMS-As concentration depth profiles for samples implanted at 500°C performed at FBK. 
Figure 109 : XRR measurements at 17480 eV (open circles) and fit (solid lines) of the reference sample 
by jGIXA. 
Figure 110 : As-Kα GIXRF measurements at 17480 eV (open circles) and fit (solid lines) of the reference 
sample by jGIXA. 



 

 ___________________________________________________________________________________________________________________________________________________________________________  

155 
 

Figure 111 : XRR measurements at 17480 eV (open circles) and jGIXA fit (solid lines) of the implanted 
sample 1. 
Figure 112 : As-Kα GIXRF measurements at 17480 eV (open circles) and jGIXA fit (solid lines) of the 
implanted sample 1. 
Figure 113 : XRR measurements at 17480 eV (open circles) and jGIXA fit (solid lines) of the implanted 
sample 2. 
Figure 114 : As-Kα GIXRF measurements at 17480 eV (open circles) and jGIXA fit (solid lines) of the 
implanted sample 2. 
Figure 115 : Comparison of the As concentration depth-profiles obtained by GIXRF and by SIMS for 
the sample 1. 
Figure 116 : Comparison of the As concentration depth-profiles obtained by GIXRF and by SIMS for 
the sample 2. 
Figure 117 : Sheet resistance for IO/Ag/IO samples for various Ag thicknesses. 0 nm of Ag represents 
the Rs of a 80 nm In2O3 layer. For solar cells, an Ag thickness of 4 nm is required. 
Figure 118 : Optical transmittance for IO/Ag/IO samples for various Ag thicknesses. For photovoltaic 
applications, an Ag thickness inferior to 8nm is required. 
Figure 119 : Layer stack consisting of two 40 nm IO layers and a 6 nm Ag layer. The stack is deposited 
on a SiO2 (500 nm)/ Si(100) substrate. 
Figure 120 : Ag-Lα GIXRF D8-Fabline measurements acquired at 8050 eV (Cu anode tube). 
Figure 121 : In-Lα GIXRF D8-Fabline measurements acquired at 8050 eV (Cu anode tube). 
Figure 122 : Homemade combined XRR-GIXRF experimental setup (Atominstitut, Vienna, Austria) 
[16]. 
Figure 123 : Fluorescence intensity extraction from a measurement at θ = 1.2° with a Cu-tube. Due to 
the correlation of Ag-L3 and In-L3 fluorescence peaks, the use of a third party software like PyMCA 
[25] is necessary. 
Figure 124 : Fluorescence intensity from a measurement at 26400 eV with a synchrotron radiation at an 
angle of incidence θ = 0.12°. With this excitation energy, the fluorescence peaks of interest are not 
overlapping. 
Figure 125 : GIXRF fit on JGIXA of a 50 nm Ni sample measured at 26400 eV at ESRF. Fitting of 
reference sample allows the determination of geometrical function G(θ). 
Figure 126 : XRR measurements (open circles) and fits (solid lines) of the as-deposited samples A and 
C at 8.05 keV. 
Figure 127 : Ag-Lα GIXRF measurements (open circles) and fits (solid lines) of the as-deposited 
samples A and C at 8.05 keV. 
Figure 128 : XRR measurements (open circles) and fits (solid lines) of the as-deposited sample A at 
8.05 keV with and without the introduction of the LD-In2O3 top layer in the model. This top layer 
introduction is necessary in order to reproduce the experimental fringes around 1.5°. 
Figure 129 : Ag-Kα GIXRF Gilda measurements and fits of Sample A. The difference curve is 
represented at the bottom of the figure.  Model 2 has been obtained by combining sets of data 
acquired at different excitation energies. It offers smaller differences between experimental and 
simulated data. 
Figure 130 : Ag-Kα GIXRF Gilda measurements and fits of Sample C. The difference curve is 
represented at the bottom of the figure. Model 2 has been obtained by combining sets of data acquired 
at different excitation energies. It offers smaller differences between experimental and simulated data. 
Figure 131 : Ag-Kα GIXRF measurement of the samples at 26400 eV. Differences in the GIXRF profile 
can be noted between the C (as deposited) and the D (annealed) sample. 
Figure 132 : Ag-Lα GIXRF measurements of the samples at 8050 eV. Differences in the GIXRF profile 
can be noted between the C (as deposited) and the D (annealed) sample. 
Figure 133 : XRR measurements of the samples at 8050 eV. 
Figure 134 : XRR and GIXRF measurements and fitting of the sample D with reflectivity measured at 
8.05 keV and fluorescence at 26.4 keV. 



 _______________________________________________________________________________________________________________________________________________________________________________________________________________________  

 

156 
 

Figure 135 : Metal-Insulator-Metal (MIM) structure of a Resistive RAM (ReRAM) cell. The top 
electrode is biased and the bottom electrode is grounded during electrical testing. 
Figure 136 : Cross-sectional TEM image of the fabricated TiN/HfOx/Pt ReRAM device [32]. 
Figure 137 : Schematic representation of the TaOx device consisting of a thin Ta2O5−x insulating layer 
and a TaO2−x base layer. The movement of internal oxygen ions or vacancies is used to model the 
switching [33]. 
Figure 138 : Chemical representation of the TertiaryButylimido,Tris(DiEthylamino)Tantalum 
(TBTDET). 
Figure 139 : First PEALD experimental conditions. The precursor used is TBTDET and a O* plasma is 
used to remove the passivating atoms. 
Figure 140 : Second PEALD experimental conditions. The precursor used is TBTDET. A H* and then a 
O* plasma are used to remove the passivating atoms with oxidizing the bottom layer. 
Figure 141 : Fluorescence intensity extraction from a measurement at θ = 1° at 10200 eV of the sample 
deposited with the O* plasma. Due to the overlaps of Co-KL3, Ni-KL3 and Ta-L3 fluorescence peaks, 
the use of a third party software like PyMCA [25] was necessary. 
Figure 142 : Ni-Kα GIXRF fit on JGIXA of a 10 nm NiCo reference sample measured at 10200 eV at 
Elettra. Fitting of reference sample allows the determination of geometrical function G(θ). 
Figure 143 : Comparison of the XRR measurements of the sample processed with O* plasma and the 
sample processed with the H* + O* plasma. The measurements have been performed at 10200 eV. 
Figure 144 : Comparison of the Ta-Lα GIXRF measurements of the sample processed with O* plasma 
and the sample processed with the H* + O* plasma. The measurements have been performed at 10200 
eV. 
Figure 145 : Comparison of the Ni-Kα GIXRF measurements of the sample processed with O* plasma 
and the sample processed with the H* + O* plasma. The measurements have been performed at 10200 
eV. 
Figure 146 : Comparison of the Co-Kα GIXRF measurements of the sample processed with O* plasma 
and the sample processed with the H* + O* plasma. The measurements have been performed at 10200 
eV. 
Figure 147 : (a) XRR (b) Ni-Kα GIXRF (c) Co-Kα GIXRF (d) Ta-Lα GIXRF measurements (open circles) 
and fits (solid lines) of the sample deposited with the O* PEALD process. The measurements were 
performed at 10200 eV. 
Figure 148 : (a) XRR (b) Ni-Kα GIXRF (c) Co-Kα GIXRF (d) Ta-Lα GIXRF measurements (open circles) 
and fits (solid lines) of the sample deposited with the H* + O* PEALD process. The measurements 
were performed at 10200 eV. 
Figure 149 : SIMS measurements of (a) the sample deposited with the O* PEALD process (b) the 
sample deposited with the H* + O* PEALD process. 
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Development of X-ray Reflectometry (XRR) and Grazing Incidence X-ray 

Fluorescence (GIXRF) combined analysis for micro and nano-electronic 

applications. 

 

 

Due to recent developments in microelectronics, new in-depth characterization 

techniques are needed. Combined Grazing Incidence X-ray Fluorescence (GIXRF) and X-ray 

Reflectivity (XRR) analysis is as a promising alternative technique. Indeed, this technique allows 

obtaining, in a non-destructive way, the depth-profile composition and density of multilayered 

samples. In the literature, only few works using the potentiality of the XRR-GIXRF technique 

have been reported. Therefore, in order to accelerate the development of its application in 

materials characterization, a collaborative international group has been set up between 

laboratories to share expertise, equipment and analysis software. The objective was to apprehend 

the methodologies for the XRR-GIXRF acquisition, measurements analysis as well as the physical 

principles along with the possible limitations of the technique. In this work, after a presentation 

of the analysis protocols and software, the solutions implemented in different software in order 

to handle instrumental effects and quantification problems, are discussed. Subsequently, 

applications of the combined XRR-GIXRF technique on samples of interest are presented. In 

particular, through the investigation of Ultra-Shallow junctions and various multilayers, the 

qualitative and quantitative depth-profiling capabilities are demonstrated and compared to 

classical characterization techniques. Finally, limitations of the technique and possible outlooks 

are discussed. 
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Développement de l’analyse combinée par Réflectométrie de rayons X (XRR) et 

Fluorescence des rayons X en Incidence Rasante (GIXRF) pour des applications 

micro et nano-électroniques. 

 

 

En raison de récents développements en microélectronique, un besoin croissant de 

techniques alternatives de caractérisation est apparu. L’analyse combinée quantitative par 

réflectométrie de rayons (XRR) et Fluorescence X en incidence rasante (GIXRF) est une technique 

de caractérisation prometteuse. En effet, elle permet d’accéder de façon non destructive et avec 

une bonne résolution au profil de distribution en profondeur de composition et de densité 

d’échantillons multicouches. Dans la littérature, peu ou pas de travaux utilise les potentialités de 

cette analyse combinée. Pour accélérer le développement de cette dernière, un groupe 

international collaboratif a donc été mis en place afin de partager les expertises, les équipements 

et les logiciels d'analyse. Leurs objectifs étaient d'appréhender les méthodologies pour 

l'acquisition et l'analyse des mesures combinées XRR-GIXRF, mais aussi d’évaluer les principes 

physiques, les possibilités ainsi que les limites de cette technique. Dans ce travail, après une 

présentation des protocoles et logiciels d'analyse existant, les solutions mises en œuvre dans 

différents logiciels afin de résoudre les problèmes de quantification et de correction des effets 

instrumentaux sont décrites. Des applications de l’analyse combinée XRR-GIXRF sur des 

échantillons d'intérêt sont ensuite présentées. En particulier, via l'étude des jonctions ultra fines et 

diverses multicouches, les capacités qualitatives et quantitatives de profilage en profondeur de la 

technique sont détaillées et comparées aux techniques de caractérisation classiques. Enfin, les 

limites de la technique XRR-GIXRF et les perspectives possibles sont également discutées. 

 


